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Chapter 1

An Introduction to Researching
Second Language Writing Systems

VIVIAN COOK and BENEDETTA BASSETTI

Over the past 10 years, literacy in the second language has emerged as a
significant topic of enquiry in research into language processes and edu-
cational policy. This book provides an overview of the emerging field of
Second Language Writing Systems (L2WS) research, written by research-
ers with a wide range of interests, languages and backgrounds, who give
a varied picture of how second language reading and writing relates to
characteristics of writing systems (WSs), and who address fundamental
questions about the relationships between bilingualism, biliteracy and
writing systems. It brings together different disciplines with their own
theoretical and methodological insights – cognitive, linguistic, edu-
cational and social factors of reading – and it contains both research
reports and theoretical papers. It will interest a variety of readers in differ-
ent areas of psychology, education, linguistics and second language
acquisition research.

What this Book is About

Vast numbers of people all over theworld are using or learning a second
language writing system. According to the British Council (1999), a billion
people are learning English as a Second Language (ESL), and perhaps as
many are using it for science, business and travel. Yet English is only
one of the second languages in widespread use, although undoubtedly
the largest. For many of these people – whether students, scientists or
computer users browsing the internet – the ability to read and write the
second language is the most important skill.

The learning of a L2 writing system is in a sense distinct from learning
the language and is by no means an easy task in itself, say for Chinese
people learning to read and write English, or for the reverse case of
English people learning to read and write Chinese. Italian learners of
English still face the problem to some extent since, even if both English
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and Italian are written with the Roman alphabet, they are read and
spelled in different ways. When L2 learners become fully-fledged L2WS
users, they still differ from native users of the target writing system.
From one perspective, they are less efficient than first language writing
system (L1WS) users; they are slower at reading the second language
than people who read only one writing system and often have problems
with comprehension and memorising due to inefficient decoding. From a
more positive perspective, they are simply different from L1WS reader-
writers of the target writing system, with different reading and writing
processes that result from the interaction of previously developed
reading and writing processes with the characteristics of the new
writing system. Not only do L2 researchers and teachers need to bear in
mind these differences between L1 and L2 users of writing systems but
so do those working in the psycholinguistics and neurolinguistics of
reading and writing.

Research on L2 writing systems is at present scattered across different
research areas within applied linguistics, psycholinguistics and other
disciplines. This book aims to present this interdisciplinary research
area to students, teachers and researchers in different fields of second
language acquisition or writing system research. This introduction
sketches the common background and terminology of writing systems
research in general, concentrating on the cross-linguistic aspects, as a
basis for outlining some of the previous achievements of L2WS research.
It provides an introduction to the whole of this field, for those who are
unaware of its scope and achievements, as well as to the papers in this
volume. It is intended partly as a reference source that readers can go
back to while reading the following chapters.

The Nature of Writing Systems

Before looking at how L2WSs work, we first need to establish the basis
for the concept of writing system itself. This section provides an overall
view of writing systems, together with some of the crucial terms. First
we outline the major types of writing system in terms of the meaning-
based versus sound-based division, then the variations in sound-based
systems, particularly in terms of phonological ‘transparency’. Next we
outline some other variable characteristics of writing systems relevant
to their acquisition and use. More detailed accounts of writing systems
can be found in Coulmas (1989, 2003), Cook (2004a) and Sampson (1985).

What is a writing system?

The term ‘writing system’ has two distinct meanings, one attached to
general ideas of writing, one to specific languages. In the first sense, a
writing system is ‘a set of visible or tactile signs used to represent units
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of language in a systematic way’ (Coulmas, 1999: 560). The various types of
writing systemare primarily distinguished by the type of linguistic unit rep-
resented, whether consonants (consonantal WSs), morphemes (morphemic
WSs), phonemes (alphabetic WSs) or syllables (syllabic writing systems).

In this general sense ‘writing system’ is related to the terms ‘script’ and
‘orthography’. A ‘script’ is ‘the graphic form of the units of a writing
system’ (Coulmas, 2003: 35), that is to say, its actual physical form –
letters, characters, or whatever. For instance, the Roman alphabet is a
script, it is one of the actual physical forms of alphabetic writing
systems. A particular type of writing system may in fact employ very
different scripts. Alphabetic writing systems take many forms, say,
the scripts used in Devanagari, Greek, Cyrillic or Roman alphabets.
‘Orthography’ on the other hand is the set of rules for using a script in
a particular language (e.g. the English or Italian orthography for the
Roman alphabet), such as symbol–sound correspondences, capitalisa-
tion, hyphenation, punctuation, etc. For instance, the Roman alphabet
letter <j> is read as /dZ/ in the English orthography and as /j/ in the
Italian orthography (for native words). The same script may instantiate
orthographic rules of different languages: the Roman alphabet is used
in different ways in the English and Italian orthographies.

The second sense of ‘writing system’ overlaps with orthography by
referring to the set of rules employed in a particular language for spelling,
punctuation etc, namely ‘the English writing system’, ‘the Japanese
writing system’, and so on. ‘In this sense a writing system is language
specific’ (Coulmas, 1999: 560). The writing system for a language may
include more than one script or general writing system type, as in the
Japanese combination of kanji characters, kana syllabic symbols and
Roman alphabet script. While Japanese is often considered the classic
example of a mixed writing system, writing systems of other languages
also have elements of other types nestling within them. For instance,
English, which is primarily alphabetic, contains syllabic symbols, as in
<c u l8er> (‘see you later’) and morphemic symbols, such as <£ & ed>
(representing the meanings ‘pound’, ‘and’ and ‘past’). We also feel it is
important to distinguish a ‘language’ from a ‘writing system’ used to rep-
resent a particular language; ‘Japanese’ is not the same as the ‘Japanese
writing system’; the English language could logically be written in the
roman alphabet or in Braille or in the Shavian alphabet and was indeed
for a time taught to children through the initial teaching alphabet (ita)
(Pitman, 1961).

Writing system researchers rarely agree on how these terms should be
used, in particular shifting between the two meanings of ‘writing system’.
Wewill try to adopt a few standard terms here, mostly following Coulmas
(1989, 2003). These are intended as a rough working guide rather than
representing a theoretical position. We will also adopt the convention of
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presenting examples where the actual written form is important between
angled brackets, as in <cough>, with the exception of non-Roman alpha-
bet symbols where it becomes awkward; examples of spoken forms will
be presented in International Phonetic Alphabet (IPA) transcriptions
between slashes, as in /k‰f/ (suprasegmentals such as tone will not
usually be shown); the word itself as a lexical item neutral between
speech and writing will be in single quotation marks ‘cough’; it is,
however, hard to be consistent in observing this three-way distinction
in practice. Contributors to this book who are using different terms and
conventions will explain their own usage in their chapters.

Overall Terms

Writing system:

either

(i) the overall term for theways inwhichwritten symbols connect
to the language (e.g. alphabetic, syllabic writing system)

or

(ii) the specific rules for writing used in a particular language (the
English writing system, the Chinese writing system . . .)

Script: the physical implementation of thewriting system (e.g. the Roman
and Cyrillic alphabets for alphabetic writing systems)

Orthography: the rules for using a script in a particular language
(e.g. the English or Italian orthography for the Roman alphabet).

Types of writing system

The smallest units in a writing system are its graphemes, or written
symbols. Following Sproat (2000), this introduction uses ‘grapheme’ as
a convenient term for the smallest unit of a writing system, regardless
of any relationships between the words ‘grapheme’ and ‘phoneme’ –
essentially as a synonym for ‘written symbol’. The major divide
between the writing systems of the world has been seen as whether
their graphemes connect with meanings, as in Chinese – means
‘Chinese’, regardless of how it is said – or connect with sounds, as in
Italian – ‘italiano’ is read aloud as /italjano/, regardless of what it
means. This fundamental division is central to many of the issues in
writing system research, generating massive amounts of research and
controversy. A major topic in L2 research concerns people who have
acquired a meaning-based L1 writing system, such as that used in
Chinese, switching to a sound-based L2WS, as used in English, and
vice versa. This overall division is illustrated in Figure 1.1.
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Meaning-based writing systems

Meaning-based writing systems connect graphemes (written symbols)
and meaning directly. The main examples are the Chinese characters
called hanzi and the Japanese equivalent kanji, which represent mor-
phemes, i.e. units of meaning. For instance, the hanzi represents the
morpheme ‘written language’, whose spoken form is /w@n/. Many
morphemes share the same pronunciation /w@n/, but each has a different
written form: when /w@n/means ‘to hear’ it is written as ; when it means
‘mosquito’ as ; when it means ‘line’ as . These characters have been
called ideographic, logographic, morpho-syllabic, etc., drawing attention
to alternative concepts of the script as being based on ideas, words,
morphemes or syllables. The term preferred here is morphemic, that is
to say the representation of morphemes as graphemes (written
symbols), distancing the term from the spoken language.

Meaning-based systems can be read by people who do not know the
phonology of the language or who indeed speak different languages:
means ‘written language’ regardless of whether it is said /w@n/, as in
Standard Chinese, or /m^n/, as in Cantonese. Indeed a Japanese who
would read as /bun/ would still understand it as ‘writing, literature’,
as would a Korean who would say it as /mun/.

Nevertheless some elements in meaning-based system may be associ-
ated with phonology. For example hanzi contain phonetic radicals,

Figure 1.1 Major types of writing system (examples are the names of the
language given in the script)
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components of a character that correspond to some aspects of pronuncia-
tion, such as the /t�uei/, seen on the right-hand side of and , both
pronounced /t�uei/. This is not fully reliable since it is also used in
/�uei/, /tuei/, /t}uei/, /suei/, etc., where it only indicates part of the
pronunciation. Chinese readers can then use this information for guessing
the pronunciation of the 80% or so hanzi that contain a phonetic radical.
Take the hanzi /w@n/; relying on the pronunciation of its phonetic
radical /wu/ provides the correct first phoneme; analogy with /w@n/
yields the correct pronunciation minus the tone; analogy with /wu/
only provides the first phoneme; etc.

Sound-based writing systems

‘Sound-based’ (‘phonographic’) writing systems connect graphemes
with the sounds of speech. The unit of speech that the symbol links to
varies in different writing systems. In syllabic writing systems each gra-
pheme links to a syllable of the spoken language: for example Japanese
kana represent the morae of speech (mostly equivalent to a syllable, but
syllables containing geminate consonants, nasals and long vowels are
counted as having an extra mora); the word ‘subeteno’,
meaning ‘all’ consists of four kana – /su/, /be/, /te/, /no/. In
other writing systems the graphemes links to phonemes: Arabic and
Hebrew writing systems represent primarily spoken consonants; the
English, Greek and Nepali writing systems represent all the segmental
phonemes including vowels. Sometimes a script may combine symbols
for individual sounds into a symbol for a syllable, as in Korean han’gul.

Hence we reserve the term ‘alphabet’ for scripts that represent all the
phonemes of speech: ‘a writing system characterised by a systematic
mapping relation between its signs (graphemes) and the minimal units
of speech (phonemes)’ (Coulmas, 1999: 9); Arabic is an example of a
consonantal, not an alphabetic system. This definition then relates to
the so-called alphabetic principle: ‘one consistent symbol per phoneme’
(Carney, 1994: 474), divided into two sub-principles: the one-to-one
principle that letters correspond consistently to phonemes and vice
versa; and the linearity principle that the linear order of letters corre-
sponds to the order of phonemes (Cook, 2004a: 12–13). It should also
be noted that alphabetic scripts themselves do not usually represent
tones, even when phonemic, with some exceptions such as romanised
Chinese.

Rules for linking sounds and letters and vice versa are called correspon-
dence rules, for instance in English the letter <a> corresponds inter alia to
the phoneme /{/, in Japanese the kana corresponds to the mora /ka/.
These are grapheme–phoneme correspondence rules (GPC rules) when they
indicate how the written symbols represent phonemes – <b> written as
/b/; in the opposite direction, they are called phoneme–grapheme
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correspondence rules (PGC rules), when they indicate how phonemes are
represented by written symbols – /b/ is said as <b>. When the written
symbols represent phonological units other than phonemes, they are
called grapheme–sound (or symbol-to-sound) correspondence rules. The
notion of correspondence is sometimes shown by the symbol ;, i.e.
<a>;/{/ in English <fat>.

The phonological transparency of writing systems

Within the same type of writing system and script, different orthogra-
phies vary in the regularity of the correspondences between the phonolo-
gical and written forms, even for the same unit of language. The writing
systems of both Italian and English are alphabetic, since they are both
based on the phoneme, and both use the same script, that is to say the
Roman alphabet. They differ, however, in the regularity of their corre-
spondence rules. The Italian system is ‘phonologically transparent’
because letter-to-sound and sound-to-letter correspondences are almost
always one-to-one (although less so for varieties other than standard
Italian); for instance, <pace> corresponds to /patSe/ letter by letter.
Hence Italian is popularly called a ‘phonetic’ writing system. English is
an example of a ‘phonologically opaque’ writing system in which the
correspondences between sounds and letters are far from regular. This
variation is captured by a notion called by researchers variously ‘trans-
parency’, ‘orthographic depth’ or ‘regularity’, the term ‘phonological
transparency’ being preferred here.

English has multiple links between sounds and letters and so needs a
complex set of correspondence rules. For example the letter <o> corre-
sponds to at least 10 phonemes: /�/ ‘love’, /U/ ‘good’, /‰/ ‘cough’, /OI/
‘oil’, /@/ ‘actor’, /u:/ ‘moon’, /O:/ ‘floor’, /@U/ ‘dough’, /aU/ ‘cow’, /wA:/
‘memoir’. The phoneme /@U/ on the other hand corresponds to at least 8
spellings: <o> ‘cone’, <ow> ‘glow’, <ou> ‘soul’, <au> ‘chauffeur’, <eo>
‘yeoman’, <oh> ‘ohm’, <oo> ‘brooch’, <eau> ‘Beaufort’. English also
has non-linear correspondence rules where the order of the information
presented in the letters does not correspond to the order in which the
sounds are said: the <e> in <dime> shows the preceding <i> corresponds
to the ‘free’ vowel /ai/ rather than to the ‘checked’ vowel /I/ in <dim>.
In addition many English correspondence rules rely on a knowledge
of grammar. For instance, the distinction between function and
content words separates the voiced correspondence for <th> /D/ in func-
tion words such as <this> from the unvoiced correspondence /T/ in
content words such as <thesis>; the single spelling <ed> is used for the
three different spoken forms of the past tense morpheme ‘ed’ /Id/
‘started’, /t/ ‘liked’ and /d/ ‘stayed’.

The Italian system on the other hand has almost exclusively one-to-one
grapheme–phoneme and phoneme–grapheme correspondences, with
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some exceptions such as the grapheme <o> which corresponds to both /o/
and /O/. It nevertheless has a few context-determined variants in which the
correspondence is based on the presence of other phonemes. /k/
corresponds to <c> before <a> and <o> (‘caldo’, ‘cosa’), but to <ch>
before <i> and <e> (‘Chianti’, ‘Marche’), because <ci> and <ce> already
represent /tSi/ and /tSe/. Since these correspondences are predictable
from the following vowel, they are regular despite departing from the
strict one-to-one alphabetic principle. Italian has some exception words,
in many cases homophonous words distinguished by different spellings
(for instance, an extra <i> distinguishes <cielo/celo> ‘sky/I hide’, both
pronounced /tSelo/). Where Italian uses orthographic rules to determine
these variant correspondences, other phonologically transparent writing
systems use morphology. In Greek the vowel /i/ can correspond to six
different graphemes ; in most cases these variants
depend on morphology (Harris & Giannuoli, 1999); when /i/ represents
the inflectional ending of a female noun, it is always spelled with <h>.
Even an almost totally phonologically transparent system such as Japa-
nese kana has two different symbols for the same sounds /o/
and /wa/ , depending on whether they are syllables or case par-
ticles. The Greek writing system and kana are therefore transparent
since, even though their symbol-to-sound correspondences are not one-
to-one, they are predictable.

The distinction between phonologically transparent and non-transparent
writing systems is not then amatter of either/or but a continuum: English is
less phonologically transparent than Italian in thatmore effort is required to
make the connections between letters and sounds in terms both of corre-
spondence rules and orthographic regularities. No writing system is 100%
phonologically transparent or 100% opaque, save for phonetic alphabets
devised to record spoken language, such as IPA. There is also the issue of
dialects: the same writing system usually represents the standard variety
more transparently than the various dialects, e.g. RP English <th> corre-
sponds to /D/ in ‘bath’, to the surprise of English-speaking children in
Essex who pronounce it as /ba:f/.

The concept of phonological transparency applies to different types of
writing system as well as within the same type of writing system; for
instance morphemic writing systems can be considered less phonologi-
cally transparent than alphabetic writing systems. Both Chinese and
Japanese are morphemic in that hanzi and kanji characters correspond
to morphemes in their respective languages. Chinese is, however, more
phonologically transparent than Japanese since each hanzi has a single
reading, whereas kanji have multiple readings that depend on the
context. For instance, though corresponds only to /w@n/ in Chinese,
in Japanese it can be read with four distinct pronunciations /mon/,
/bun/, /aja/ or /humi/ depending on the context. The pronunciation of a
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Chinese hanzi can be determined without knowing the context, whereas
reading a Japanese kanji often requires the use of context; in this sense
Chinese is more phonologically transparent than Japanese. While it is
possible to compare overall writing systems by saying that a morphemic
writing system is less phonologically transparent than a phonological
writing system, within the morphemic type of writing system itself,
Chinese is more phonologically transparent than Japanese, and, within
the phonemic type, Italian is more phonologically transparent than
English, as illustrated in Figure 1.2 (which inevitably distorts the relation-
ship between kana and alphabets).

The same writing system may also vary in phonological transparency
according to the kind of activity being performed. While orthography-to-
phonology and phonology-to-orthography conversion rules are equally
transparent in Japanese kana or in the Italian writing system, French is
more transparent in reading than in writing, because the rules relating
letters to sounds are more reliable than those relating sounds to letters,
and the same applies to Greek (Harris & Giannuoli, 1999). Even a conso-
nantal writing system like Hebrew, which is not very phonologically
transparent as it does not normally represent vowels, is less transparent
for writing than reading, because the phoneme-to-grapheme correspon-
dence rules are complex with many graphemes representing the same

Figure 1.2 The phonological transparency continuum
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phoneme (Share & Levin, 1999). In general, when there is a difference,
the phoneme-to-grapheme correspondences tend to be less transparent
than the grapheme-to-phoneme correspondences.

So far, as in most research, we have used ‘transparency’ in general as a
synonym for ‘phonological transparency’ – the correspondence between
the symbols and the corresponding sounds (grapheme–phoneme
correspondences). But writing systems also vary along a continuum of
morphological transparency. Morphemic writing systems represent mor-
phemes with only slight clues to pronunciation; consonantal writing
systems focus more on representing the consonantal roots of morphemes
and leave out vowels; mixed systems like English sometimes represent
underlying morphemes rather than sounds; even one of the most
phonologically transparent systems, such as kana, represents morphology
to a certain extent, as seen above. For this reason, ‘phonological trans-
parency’ is here preferred to ‘transparency’ to refer to symbol–sound
correspondences.

Other aspects of writing systems

As well as the actual letters or characters (graphemes) and the spelling,
writing systems also make use of a number of other conventions or
devices, which can only be sketched here.

Direction

The orientation of writing on the page varies. English is normally
written in rows from left-to-right and from top-to-bottom of the page.
Other alphabetic scripts such as Burmese and Greek are also left-to-
right. The two consonantal writing systems, Hebrew and Arabic, are,
however, right-to-left. The two morphemic writing systems, Chinese
and Japanese, were both traditionally written from top-to-bottom in
columns from right-to-left across the page; Chinese has chiefly changed
to a left-to-right top-to-bottom arrangement. Direction also applies to
the orientation of symbols – in the Roman alphabet <d> and <b> are dis-
tinguished by the direction in which they face – and to the sequence of
pages: in English and Italian books pages are numbered from left-
to-right and are turned from right-to-left; the pages of Hebrew or Japanese
books are turned from left-to-right.

Punctuation

Most writing systems have added a set of punctuation marks to the
letters or characters. According to Nunberg (1990: 10), Western alphabetic
writing systems have ‘only one system of punctuation . . . subject to the
fixing of a few parameters’. Full stops < . >, commas < , >, exclamation
marks < ! > etc. are recognisably similar in many orthographies. Double
quotation marks vary noticeably in form, say <“ ”> in England, <" "> in
Germany, and <“ ”> or goosefeet <« »> in Italy (but <» «> in Switzerland)
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(Bringhurst, 1992; Tschichold, 1928). Spanish introduced sentence-initial
< ¿ > and < ¡ >. Japanese and Chinese imported punctuation marks over
the past 150 years using such distinctive forms as the hollow full stop
< 8> and the listing comma < ,>; Chinese distinguishes between <“ ”>
(for quoting) and <« »> (for titles).

Punctuation has two main, often parallel, uses (Cook, 2004a):

(1) to indicate grammatical features of the text (grammatical punctua-
tion), such as the apostrophe which indicates the grammatical
relationship of ‘John’ and ‘wife’ in ‘John’s wife’; or the comma that
introduces the non-defining relative clause in ‘John’s wife, who
lives in New York, is called Sally’. In particular the full stop < . > is
used to signal the end of a written ‘text-sentence’, which may
differ in many ways from a spoken ‘lexical sentence’ (Cook, 2004a;
Nunberg, 1990);

(2) to indicate phonological features of the text (correspondencepunctua-
tion), such as commas that indicate pausing and intonation patterns.

Even if the symbols are similar, punctuation is not used in the same way
across writing systems, though few accounts of the punctuation of differ-
ent writing systems exist as yet.

An aspect of writing systems that can be included here is the use of
spaces between written symbols. Chinese and Japanese have an even
space between the characters; English has a space between words.
Hence English and other writing systems that use word-spaces present
the reader with a text pre-analysed into words; Chinese and Japanese
do not. Word spaces are not necessarily found in sound-based writing
systems: they are not used in some syllabic writing systems such as
Thai and Tibetan, nor is their use well-established in some alphabetic
writing systems such as Vietnamese. Indeed in some writing systems,
such as Thai and Burmese, spacing has the function of separating
phrases, breath groups etc., rather than dividing words.

Orthographic constraints

Writing systems constrain the position and co-occurrence of symbols:
not all graphemes can occur in every position; many are limited in how
they may be combined with other graphemes. Alphabetic writing
systems may restrict where letters can occur in the word or syllable and
what combinations they may take, unrelated to the occurrence of
phonemes in the spoken language. English <tch> must be a word-final
correspondence as in ‘match’; <ch> is its word-initial equivalent
‘charm’; English <o> can double as in ‘boo’, but <a> cannot, with a few
exceptions such as ‘baa’. In Chinese, the radical (‘bamboo’) can only
occur at the top of a hanzi, whereas (‘hearth’) can only occur at the
bottom: .
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These ‘orthographic regularities’ concern purely written conventions
of writing systems based on arbitrary restrictions on the occurrence of
symbols in particular positions or combinations. They are neither
meaning-based nor sound-based but concern properties of the written
form alone.

Letter alphabets

Many alphabetic systems make a distinction between three distinct
alphabets (Gill, 1931): lower-case <a b c>, upper-case (capitals) <A B C>
and italics <a b c>, each with distinct letter forms. In Japanese a similar
distinction is made between different kana syllabaries; hiragana shows
that a word is Japanese in origin for example /ki�e:na/
(‘beautiful’), katakana that it is of foreign origin
/sekkusuapi:�u/ (‘sex appeal’). In English capitals are used partly to indi-
cate proper nouns <Bill/bill>, partly for emphasis <BILL>, partly for a
few special words such as <I> and <Monday> (Cook, 2004a). Italic
letters have a similar range of functions for emphasis <on Monday>,
and for particular text types such as stage directions <Exit pursued by a
bear.>. In Italian capitals are used in much the same way as in English,
with some differences: for instance they are not used for the word <io>
(‘I’) but are used for <Lei> (formal ‘you’) – an interesting difference in
the pragmatic use of writing systems. Italics are used in Italian for
unusual foreign or technical terms, and for titles of books, magazines,
music pieces, theatre pieces and paintings, but not for titles of TV
programmes (Lesina, 1986). Upper-case letters are not however found
in sound-based writing systems other than those using the Roman
alphabet or in character-based systems.

Symbol formation

The users of a writing system have to master the conventional ways in
which the symbols are formed in handwriting; Chinese hanzi for example
are written with a predetermined sequence of strokes, which also serve as
a method of organising dictionaries: one method to look up a hanzi is to
search under its first stroke and then under the number of strokes it
contains. Hanzi are written from top to bottom and from left to right,
generally starting with a top horizontal stroke or a left or central vertical
stroke; angled lines are drawn clockwise. The hanzi has to be inscribed
within a square area in order to look right. English letters are written
top to bottom, and loops are drawn both clockwise and counter-
clockwise; they have descenders and ascenders that go below and above
the line – <tdb> versus <pyg>; only capitals are square <TGHLVO>.
Modern media are exerting pressure on writing systems, for example
by imposing word-spaces on character-based scripts in which they have
not previously been used or by making writers of character-based
scripts less aware of strokes, since they are all produced simultaneously
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on the computer keyboard. Similar adjustments have followed earlier
changes in the methods of writing, whether chisels, quill pens, metal
nibs, typeface or typewriters.

Terms for Types of Writing System

Alphabetic: graphemes (letters or letter clusters) represent all the seg-
mental phonemes

Syllabic: graphemes represent syllables or morae

Consonantal: graphemes represent primarily consonants

Morphemic: graphemes such as Japanese kanji and Chinese hanzi rep-
resent morphemes; these are also known as characters, logographs
and ideograms

Phonological transparency (also known as ‘orthographic depth’ and
‘regularity’): a writing system is phonologically transparent to the
extent that its graphemes correspond to the spoken sounds of the
language

Direction: variously used for the left-to-right direction on the page
versus right-to-left, for the direction in which individual letters
face, and for the sequence of pages in reading, whether left-to-
right or right-to-left

Cross-writing-system Differences in Reading, Writing and
Metalinguistic Awareness

The characteristics of writing systems described above result in differ-
ences in the reading, writing and awareness of different writing systems,
as L1 users of different writing systems decode, encode and are aware of
different units of language with different degrees of phonological and
morphological transparency. This is not to deny that some aspects in
the use of writing systems are universal. Dealing with L2WSs, however,
necessarily highlights the differences across writing systems and their
consequences for L2WS users.

This section describes the cross-writing-system differences in reading,
writing and awareness (with a short mention of non-linguistic activities);
their consequences for L2WS users will be presented later.

Cross-writing system differences in reading

Psychologists and psycholinguists have most commonly conceptual-
ised the process of reading English words aloud in terms of a dual-route
model, given in Figure 1.3, sometimes known as the ‘standard’ model
(Patterson & Morton, 1985) (a ‘route’ is a sequence of processing
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components). One route relies on rules for finding sounds to correspond
to letters, the other on whole words held in a mental lexicon – another
version of the perennial discussion of language as rules or as instances,
found for example in Pinker (1995).

Following the lexical route the string of letters is recognised as a whole
and then looked up in a mental lexicon in order to retrieve the pronuncia-
tion and meaning of the whole unit. The word <yacht> for instance is
recognised as a whole word and then checked in the mental lexicon for
its pronunciation /j‰t/ and its meaning ‘boat’; finally it may be said
aloud, though this final step is often superfluous, say in silent reading.

Following the phonological route, the word is turned letter-by-letter into
the spoken form: <tree> becomes /tri:/ by transforming the letter <t> to
the phoneme /t/, <r> to /r/ and <ee> to /i:/. Finally either the word can
be read aloud, without necessarily knowing its meaning, or the
meaning can be consulted in the mental lexicon. The lexical route treats
the written symbol as having meaning, which may be connected to
sounds; the phonological route treats it as having sounds, which may
be connected to meanings.

This basic two route architecture has been verbalised in several
different ways. A pair of terms derived from computing is ‘addressed
phonology’ versus ‘assembled phonology’ (Coltheart et al., 1993): the
pronunciation of the whole item is retrieved from its address in the
lexicon, or the pronunciation of the item is assembled bit by bit. Other
formulations distinguish the ‘lexical route’ from the ‘sub-lexical route’,

Figure 1.3 The dual-route model of reading aloud
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stressing the involvement of the lexicon, or the ‘direct route’ from the
indirect route (see Van Heuven, this volume). The differences in phono-
logical transparency of writing systems led to the Orthographic Depth
Hypothesis (Frost et al., 1987), according to which ‘deep’ writing
systems have least connection between symbols and sounds, ‘shallow’
systems have most.

There are obvious parallels between the two routes and the two main
types of writing system. Meaning-based systems exploit the lexical route,
connecting Chinese with the meaning ‘big’ and the pronunciation /ta/
without any intermediate stages. Sound-based systems can use the phono-
logical route connecting the four letters in the Italian <pace> with the
sounds /patSe/. In cross-writing-system comparisons, different writing
systems can be seen to rely to a greater or a lesser extent on these two routes.

The dual-route model has provided a useful peg for much research. It
demonstrates how it is possible in sound-based writing systems to read
words aloud without knowing what they mean, hence allowing nonsense
words such as ‘varg’ or invented words such as ‘Accenture’ to be ren-
dered in speech. In meaning-based writing systems, this option is not
available as a new or unknown symbol carries no clue to its pronuncia-
tion: a Japanese place name such as (Sapporo) has no obvious pro-
nunciation even for a Japanese news-reader unless they happen to
know the characters involved – a common problem with proper nouns.
Instead, an Italian place name such as ‘Marche’ can be read aloud by an
English-speaking news-reader as /mA:k@/ at least recognisably to other
English speakers, even if they have never seen or heard it before.

However, the two routes are not restricted exclusively to users of one or
the other of the two main types of writing system but can be employed to
some extent by users of either system. Frequent English words are prob-
ably read as whole items via the lexical route (Seidenberg, 1992); the <e>
in <the> is often not noticed by English people as they are processing
<the> as a whole by the phonological route (Cook, 2004a). Chinese
people similarly have some access to the phonological route, as shown
by their use of phonetic radicals.

Even deaf people have been shown to use a phonological route in that
they have problems with written tongue-twisters (Hanson et al., 1991).
The process of reading probably involves both routes simultaneously.
Controversy nevertheless reigns over how the two routes interact, some
feeling that the phonological route is primary, even in meaning-based
writing systems (Perfetti et al., 1992) – called the ‘Universal Phonological
Principle’ by some – others seeing the routes as a ‘horse-race’ where one
route produces the word quicker than the other (Paap et al., 1992). In
general, a distinction should be drawn between reading and recognition:
it is commonly agreed that reading texts requires phonological recoding
regardless of the writing system, but it is not clear whether single word

Introduction to Researching Second Language Writing Systems 15



or morpheme recognition requires phonological recoding and, if so, at
what stage.

As well as linking to the two routes, phonological transparency also
results in other differences such as:

. The timing of phonological activation: in reading a meaning-based
writing system, phonology may be activated after the hanzi or
kanji is recognised rather than from the start.

. The effects of word familiarity and frequency: these are greater in
less transparent systems than in more transparent systems
because whole-word recognition is affected by frequency but the
phonological route is unaffected; hence there will be more effects
in reading Japanese kanji or English words than Italian words.

. The skills that correlate with learning different writing systems:
these are not the same for various writing systems. In alphabetic
writing systems, reading skills correlate with phonemic awareness,
in meaning-based writing systems with visual skills. Huang &
Hanley (1995) found that Chinese children’s reading ability corre-
lates with visual skills tests, not with phonological awareness tests
as in English-speaking children.

. The use of letter names: English children find letter-names a
convenient way into spelling (Treiman, 1993); letter-names are also
used by Hebrew children, but in a different way (Levin et al., 2002).

. The grain size: readers of more phonologically transparent writing
systems are likely to decode words using letter–phoneme con-
version; readers of phonologically deeper writing systems rely on
strings longer than a letter, such as word body, rime or whole
word; this is called the grain size, i.e. the amount of orthographic
information necessary for phonological recoding, which varies
across orthographies depending on their phonological transparency
(Goswami et al., 1998, 2003).

. Furthermore, spelling of less phonologically transparent writing
systems requires morphemic awareness (Muter & Snowling, 1997),
which may not be necessary in transparent writing systems.

. Neighbourhood effect: cross-linguistic comparisons also showed
differences in the neighbourhood effect, that is the fact that a pseu-
doword is read faster if it has many similar neighbour words differ-
ing from it minimally in spelling (e.g. differing in a single letter, say
<man> and <mat>) (see Van Heuven, this volume). Cross-linguistic
comparison of neighbourhood effects show higher effects in English
than in French and in French than in Spanish (Gombert et al., 1997).
More phonologically irregular writing systems require greater use
of analogy, more phonologically regular ones require less, because
grapheme–phoneme correspondence rules are used instead.

16 Second Language Writing Systems



. More phonologically transparent writing systems are acquired
faster: German and Italian children learn to spell their writing
systems faster than English children: Italian children reach 97%
accuracy in word reading by the middle of their first year of
school (Cossu, 1999).

Cross-writing-system differences in writing

Several aspects of writing vary across writing systems. One is spelling,
that is to say converting language into writing. Another aspect is the use
of punctuation, orthographic conventions, etc. Finally there is the actual
production of the written signs: directionality, stroke order etc; this is
non-linguistic in nature and will be dealt with under the Other cross-
writing-system differences section (p. 23).

The most studied aspect of writing is spelling. There has been much
less research on the relationship between writing systems and spelling
than on that between writing systems and reading, and the amount of
cross-orthographic studies of writing is much smaller than for reading.
Spelling is affected by the type of writing system and its phonological
and morphological transparency. Research on English spelling, like
research on reading, proposed a dual-route model: the assembled or
non-lexical route uses phoneme–grapheme conversion; the addressed
(‘lexical’, ‘direct’) route uses direct retrieval of a word form from the
orthographic lexicon (Barry, 1994) (the orthographic lexicon is the
mental repository of the written form of words). This route is necessary
because it is not possible to spell a word like /j‰t/ using sound–symbol
correspondence rules, as this would be more likely to result in <yot>
than in <yacht>. There must therefore be an orthographic lexicon that con-
tains orthographic information about the whole word. But, on the other
hand, it is possible to make up a spelling for an unknown word or a
nonword (or indeed to misspell a known word because of its sound, as
in writing <surfdom> for <serfdom> because of the higher frequency of
‘surf’ these days). The two routesmust therefore coexist in English spelling.
Figure 1.4 presents the dual-route model of English spelling. According to
this model, irregular and/or frequent English words are spelled using the
lexical route, but regular and/or infrequent words are spelled using
the phonological route. In more recent approaches, the two routes are
seen as simultaneously activated and interacting, with one or the other
taking over.

Given the different nature of the linguistic units represented, different
writing systems may require increased reliance on one or other of these
routes. Writers of Chinese, a morphemic writing system, must retrieve
the whole hanzi from memory in order to write it. An unknown hanzi
cannot be written down using sound–symbol correspondence rules
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(apart from experiments in which children are asked to create a hanzi
for a new morpheme combining a semantic and a phonetic radical). In
consonantal writing systems, Hebrew children, who learn to write
Hebrew with diacritics representing vowels, learn to write consonants
earlier than vowels, either because of the consonant’s central role as the
carrier of meaning in the language or because of their centrality in
written Hebrew (Share & Levin, 1999).

The skills necessary to learn to write different writing systems may
differ. While both phonological and morphological awareness are import-
ant in most writing systems, their relative importance may vary according
to the type of writing system. For instance, phonological awareness is
highly correlated with spelling skills in English children (Goswami,
1999), but not to the same extent in Hebrew or Chinese children
(Hanley et al., 1999); while morphological awareness correlates with spel-
ling skills in Hebrew children (Share & Levin, 1999), it would be almost
useless to Italian children since very few aspects of their writing system
represent morphemes. The stage when these skills are needed could
also differ: English children acquire morphemic awareness later than
phonemic awareness, for instance misspelling <ed> until the third year
of primary school (Bryant et al., 1997).

Within each type of writing system, spelling is also affected by the level
of phonological transparency of the orthographies for different languages.
For instance:

Figure 1.4 The dual-route model of spelling
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. German beginner spellers spell differently from English beginners
because of the relatively more transparent phonology–orthography
correspondence in German: a comparison of German and English
first-year schoolchildren spelling cognate words in their respective
languages revealed that the English children made more, and
more varied, errors, including as many as 22 different spellings for
the word <friend> (Wimmer & Landerl, 1997).

. Phonological transparency affects the type of phonological aware-
ness required: for instance, in English children word reading skills
correlate with rime awareness, but in Greek children there is no
correlation (Goswami et al., 1997), because Greek is read at the
grapheme level, English at the level of longer units.

. A less phonologically transparent writing system like English
requires not simply the use of sound–symbol correspondence
rules but also the use of analogy: for instance, if the English pseudo-
word /preIn/ is presented after /breIn/ <brain>, it is spelled as
<prain>; if it is presented after /kreIn/ <crane>, it is spelled as
<prane> (Campbell, 1983). As Ohala (1992) argues, morphological
knowledge helps English spellers: they would not write ‘definate’
or ‘defenite’ for <definite> if they realised the connection with
<finite>, or ‘radience’ for <radiance> if they realised the connection
with <radiate>.

. Phonological transparency similarly affects the learning process:
German children can spell correctly after nine months of schooling
(Wimmer & Landerl, 1997). Some L1WSs will therefore be easier to
learn than others, other things being equal.

Sometimes learning to spell requires the acquisition of linguistic sub-
systems that are not present in the spoken language. For instance,
spoken Chinese does not mark gender and it has only one third person
singular pronoun /t}a/, but children learning written Chinese must
acquire the gender distinction between three different written forms of
/t}a/ – (masculine), (feminine) and (neuter). The Taiwanese
variety of the Chinese writing system has five written forms for the
same spoken pronoun: for male humans, for female humans,
for animals, for inanimate entities and for divine entities. In the
same way, French children learn to mark the singular–plural distinction
for the written form of nouns, verbs and adjectives, which has no corre-
spondence in the spoken language: for instance, /pOm/ corresponds to
<pomme> or <pommes> (‘apple/apples’), and /vOl/ to <vole> and
<volent> (‘[it] flies; [they] fly’) (Fayol et al., 1999). They take some time
to acquire the distinctions that are not present in the French spoken
language (Totereau et al., 1997); experienced adult spellers make mistakes
in writing from dictation if they are performing a concurrent task
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(Fayol et al., 1994). In the reverse direction, English children have to learn
that /t/, /d/ and /Id/ all correspond to one written form, the morpheme
<ed> (Beers & Beers, 1992). Bryant et al. (1997) found that eight-year-
olds still get only 57% of regular past tenses correct; the same difficulty
appears with plural and third-person <s>s, both written morphemes
that represent different spoken sounds (Treiman, 1993).

Cross-orthographic comparisons of ‘slips of the pen’ also demonstrate
systematic differences of spelling: Moser (1991) describes slips of the pen
by Chinese writers that could never happen with English writers, such as
substituting one hanzi for another with similar meaning but totally unre-
lated sound or inverting the two hanzi inside a lexical item. He also dis-
cusses how similar types of spelling mistake take different forms in the
two writing systems. For example ‘capture errors’ in English involve
replacing a part of an unusual word with a similar-sounding part from
a more frequently used word, as in writing <enought> for <enough>
because the sequence <ought> is more frequent (‘thought’, ‘fought’,
etc); in Chinese this leads to writing /�@˛/ (be born) instead of /
t$}i/(anger) because the two hanzi share the same first three strokes but
the former hanzi is more frequent (Moser, 1991).

The main alternative to the dual-route model has been the general
connectionism model applied to writing. This sees the mind as a unified
overall system (Brown & Loosemore, 1994) that cannot be divided into
separate modules. Learning spelling means weighting connections
between the input letters and the nodes of the system; the more often
the reader sees <t> linked to /t/ the stronger the connection becomes.
The main argument for a connectionist approach to spelling is provided
by the computer simulation by Seidenberg and McClelland (1989),
which ‘learnt’ English spelling from input in this manner, making only
a small number of mistakes. An account of a connectionist model is
given by Van Heuven in this volume.

Cross-writing-system differences in awareness

In the context of reading and writing research, research on metalinguis-
tic awareness, that is to say conscious awareness of language, has focussed
on phonological awareness. In this context, phonological awareness refers to
the awareness of those sound units of the spoken language that are rep-
resented in the writing system. Since writing systems differ in the units
of phonology they represent, readers of different writing systems need
to be aware of diverse linguistic units in order to learn and use their
writing system. Given the English-oriented nature of much reading
research, researchers have mainly been concerned with phonemic aware-
ness, that is to say the conscious knowledge of the phoneme – the
minimal segmental unit of phonology – represented by one or more
letters in alphabetic writing systems. Only occasionally is phonological
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awareness extended to the allophonic level, as done in the chapter by Lau
and Rickard Liow (this volume) which tests allophonic variation of
flapped plosives in English.

A preliminary issue is the chicken and egg problem about whether
phonological awareness is necessary for reading or reading creates aware-
ness. Nation and Hulme (1997) suggest that the ability to segment speech
into phonemes is a strong predictor of early success at reading and
writing. In this volume Koda states that metalinguistic awareness
makes an ‘irrefutable’ contribution to reading (p. 320). In a recent exten-
sive review of studies, Castles and Coltheart (2004), however, found no
evidence that phonological awareness precedes and influences reading
acquisition. Some phonological categories are created by children when
they learn to read, say final nasal consonants in English-speaking
primary school children (Treiman et al., 1995): Goswami and Bryant
(1990: 19) claim ‘explicit knowledge about syllables precedes reading
while an awareness of phonemes follows it’.

Non-alphabetic writing systems require other forms of metalinguistic
awareness. Learners and users of the Chinese morphemic writing
system clearly need to be aware of morphemes rather than phonological
units (Li et al., 2002). In Chinese readers, morphemic awareness is the ability
to match spoken syllables with the written representation of the correct
morpheme. Since the same Chinese syllable corresponds to many hanzi
with different meanings, children must be aware that the same spoken
syllable corresponds to different units of meaning, each represented by
a different hanzi. For instance, the spoken syllable /nan/ meaning ‘male’
is written . But there is also a spoken syllable /nan/ that means ‘South’
and is written ; for instance, /nan fa˛/ meaning ‘the bridegroom’s
side’ is written , /nan fa˛/ meaning ‘Southern’ is written . A
similar issue is seen in English with homophonic words, rather than
morphemes, as in /weilz/ corresponding to three words with different
spellings, ‘Wales’, ‘whales’ and ‘wails’. This remains important beyond
the beginning stage: if Japanese children are asked to match the definition
of an unknown lexical item against lexical items written in kanji or kana,
they perform much better with kanji: given the definition of ‘leukaemia’,
they have more difficulty matching it with /hakketsubjo:/
than with (‘white-blood-disease’) (Hatano et al., 1981 cited in
Nagy & Anderson, 1999). Readers of meaning-based writing systems
also need to be aware of semantic radicals at the sub-hanzi level: the
ability to identify them correlates with reading ability.

Readers of a syllabic writing system need to be aware of syllables
rather than phonemes or morphemes. For instance, Japanese kana rep-
resent morae (essentially consonant-vowel (CV) syllables with some
exceptions), and so literate Japanese children are necessarily aware of
morae (Akita & Hatano, 1999). Hebrew readers, with a consonantal
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L1WS, are aware of CV phonological units rather than phonemes; when
Hebrew adults were asked to delete ‘the first sound’ in a CVC Hebrew
word, in 27% of cases they deleted the initial CV sequence (Ben-Dror
et al., 1995).

Language awareness is thus related to the specific units used in the
user’s writing system: whether you think of speech as phonemes or as
morphemes depends on how you read and write. (And at another level
undoubtedly affects the judgement of linguists who have to guard
against the trap of seeing other languages through the lens of the phono-
logical categories of their first language, as argued by Faber (1992) and
Aronoff (1992).) Nobody needs to be aware of linguistic units that are
not represented in their writing system: Brazilian illiterate adults are
not aware of phonemes, so that they cannot perform initial consonant del-
etion tasks (Bertelson et al., 1989), just as Portuguese illiterates cannot
segment sentences into words (Morais et al., 1986); English adults are
not aware of syllables, so that they disagree with each other on where
to place syllable boundaries in English sentences (Miller et al., in prep-
aration); Chinese readers are not aware of phonemes, so that they
cannot segment words into phonemes (Perfetti & Zhang, 1991). Interest-
ingly, Japanese children who are literate in syllabic kana can perform a
phoneme deletion task with a high level of accuracy, albeit lower than
children literate in English (Mann, 1986a); however the children’s self-
reports revealed that they were operating with morae rather than pho-
nemes: when asked to delete the first consonant in a pseudoword,
almost 75% of them either substituted the CV sequence (corresponding
to one kana symbol) with a V (corresponding to one kana, i.e. replaced
ki-ru with i-ru), or added a V (one kana) at the end of the syllable and
then deleted the initial CV sequence (i.e. added i after ki, then deleted
ki: kiru! ki-i-ru! i-ru). Speakers of the same language need to be
aware of different linguistic units if they use another writing system
with the language. For instance, there are differences in phonemic
awareness between Chinese adults who had or had not learnt pinyin –
a supplementary writing system used to represent hanzi with Roman
alphabet letters (Read et al., 1987): Chinese children showed an increase
from 35% to 60% accuracy in a phoneme deletion task just 10 weeks
after learning zhuyin fuhao, another supplementary writing system used
in Taiwan (Huang & Hanley, 1997), and similar results were obtained
with adults (Ko & Lee, 1997). Equally, Kannada-speaking children, who
are literate in a semi-syllabary, perform some phoneme inversion and
deletion tasks worse than blind Kannada-speaking children, whose braille
is alphabetic (Prakash, 2000). The terms normally used to talk about units
of language vary; Hebrew speakers only use the names for consonants
and names of vowels are specialised knowledge (Tolchinsky & Teberosky,
1997); interestingly the games intended to promote language awareness
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are writing-system-specific: both American and Japanese children play a
game where they have to create a new word with the last sounds of the
previous word, but the ‘last sound’ in the American game is the last
phoneme, in the Japanese game the last mora (Akita & Hatano, 1999).

While users of different types of writing system (such as syllabic versus
alphabetic) show different levels of awareness of different phonological
units (for instance, higher syllabic versus phonemic awareness), within
the same type of writing system, users of different orthographies also
show different levels of phonemic awareness. For example, although
both Italian and English are alphabetical writing systems, Italian children
outperformUS children on phonological segmentation (Cossu et al., 1988).
Furthermore, phonemic awareness is affected by instruction and is higher
when symbol–sound correspondences are explicitly taught; Belgian chil-
dren who were instructed in the phonics method performed phoneme
segmentation tasks better than those instructed with the whole-word
approach (Alegria et al., 1982).

Other cross-writing-system differences

The type and phonological transparency of writing systems affect other
aspects of linguistic activities apart from reading, writing and awareness,
for instance, the methods used to recall the written form of a partially una-
vailable lexical item or to communicate it to others. When English speak-
ers are unsure about the spelling of a word, they can write the word down
to see whether it ‘looks right’, i.e. use the visual form of the word to check
it; this is not done by users of a phonologically transparent writing system
like Italian. Also, if English speakers need to communicate the written
form of a word to others (for instance when the interlocutor did not
understand it), they will spell it letter by letter; Italian speakers do not
use oral spelling unless there are communication problems, for instance
with foreign words or on the telephone. When a Chinese or Japanese
speaker cannot recall how to write a hanzi/kanji, they use ‘finger-
tracing’, that is drawing the character in the air according to its stroke
sequence, and will also use it to communicate the written form of a
word to others.

Apart from the linguistic units represented and the level of phonologi-
cal transparency, other aspects of writing systems that affect reading and
writing are orthographic conventions or physical properties, such as
direction, letter formation, etc. For example, because of the left-to-right
directionality of their script, English readers are better at identifying
letters in horizontal rows than in vertical columns (Freeman, 1980). In
addition the orthographic convention of using spacing to separate ortho-
graphic words in English text affects English readers’ eye movements;
their eyes tend to fixate the centre of the word, but due to the lack of
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interword spacing in Chinese, Chinese readers’ eye movements show no
preference for word-central positions (Yang & McConkie, 1999); Japanese
readers show another pattern of eye movements because their eye move-
ments are guided by the alternation between kana and kanji (Kajii et al.,
2001). English readers also have a wide horizontal perceptual span
suited to their horizontal writing system; Japanese readers have no differ-
ences in horizontal versus vertical perceptual span because they can also
read vertically (Osaka & Oda, 1991).

Although this book concentrates on linguistic activities in the L2WS, it
is important to note that different writing systems also have an impact on
nonlinguistic aspects of cognition. For instance, there are effects of a mor-
phemic writing system on visual memory: the importance of visual
memory for using the Chinese and Japanese writing systems results in
better memory for geometrical patterns in Japanese children than in
English children (Mann, 1986b, but see Flaherty & Connolly, 1995, for
counter-evidence). There are also cross-orthographic differences in how
writers of different writing systems draw. When Chinese children draw
geometric patterns comprising horizontal and vertical lines, they tend
to start with the horizontal line, whereas English children start with the
vertical line, in accordance with the writing principles for the graphemes
in their writing systems (Wong & Kao, 1991). The directionality of the
writing system also affects how people perceive movement: when
shown small drawings that appear to rotate, English adults perceive the
rotation as being right-to-left, but Japanese adults perceive it as being
left-to-right (Morikawa & McBeath, 1992).

Directionality also affects the representation of temporal sequences.
When asked to put images of events in order (such as having breakfast,
going to school, going to bed), English children put images in a left-
to-right order, while Hebrew and Arabic children, whose writing system
is written right-to-left, choose the opposite direction (Tversky et al., 1991).
Also, when asked to name pictures of objects on a sheet of paper,
Hebrew children name objects starting from the right and moving to
the left and English children start from left and move to the right
(Kugelmass & Lieblich, 1979). To take a mundane example, before and
after pictures in English advertisements go from left-to-right (for instance,
a pile of dirty laundry on the left, then the detergent, then a pile of clean
laundry on the right); in Hebrew such advertisements are read from right-
to-left. Chinese temporal metaphors refer to ‘before’ as ‘up’ (as in ‘the
week above’ meaning ‘last week’), whereas English temporal metaphors
refer to ‘before’ as ‘left’; time’s winged arrow probably goes from left-
to-right in all classroom explanations of English tenses. This mirrors the
directionality of the two writing systems, where what is written before
is above (in Chinese) or on the left (in English). These metaphors in
turn influence behaviours such as thinking of ‘before’ as up or left
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(Gentner et al., 2002). Linguists’ representations in phrase structure trees
clearly also express direction in a left-to-right direction.

Some Cross-writing-system Differences

Reading

– the balance between the two routes (lexical/phonological)
– timing of phonological activation (before/after word recognition)
– correlates of reading acquisition (phonological/morphological

awareness, etc.)
– size of unit used for decoding (grapheme, rime)
– size of neighbourhood effects
– use of analogy between words
– speed of learning to read

Writing

– reliance on the two routes (lexical/phonological)
– correlates of spelling acquisition, e.g. phonological/morphologi-

cal awareness
– size of unit used for encoding (grapheme, rime, etc.)
– use of analogy between words
– time required for learning to spell
– types of spelling error

Awareness

– language units that people are aware of (phoneme/syllable/
morpheme, etc.)

– levels of phonological awareness

Other

– methods for recalling partly unavailable written forms
– eye movements in reading, perceptual span, etc.
– preference for direction
– visual memory
– sequences in drawing
– mental representation of temporal sequences

Introduction to Second Language Writing
System Research

What is a second language writing system?

The term ‘Second Language Writing System’ (L2WS) can be applied to
any writing system other than the system that the person learnt to read
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and write for their first language. For instance, the English writing system
is a L2WS for a first language writing system (L1WS) reader of Chinese
who learns English at school or in the UK; s/he is a L2WS learner.
Many L2 speakers can read and write their second language and in this
sense are L2WS users; a bilingual secretary in a Japanese company in
the US uses Japanese as a L2WS, English as a L1WS (in the literature,
L2WS users are often called ‘biscriptals’ or ‘biliterates’). Like ‘second
language acquisition’, Second Language Writing System serves as an
umbrella term for a third language writing system, a fourth and so on
(although this does not mean that learning or using a L3WS is the same
as learning or using a L2WS).

There is therefore a crucial difference between a Second Language
Writing System (L2WS) and a Second Writing System – any additional
writing system for representing the same language. Children in China
learn to read not only Chinese but also the Roman-alphabet-based
pinyin, which acts as a supplementary second writing system, mostly
for pedagogical purposes. On the other hand there are minority or
immigrant children who are native speakers of a language, but learn
to read in a second language, say Bengali-speaking children in Tower
Hamlets in London acquiring literacy in L2 English. In this case they
are learning neither a L2WS nor a L1WS, but a first writing system
that happens to be in their second language. These children are users
of two languages but one writing system. The concepts of language
and writing system need to be kept logically separate, even if in most
situations they overlap. Indeed there are also children acquiring two
writing systems simultaneously, one for the L1WS and one for the
L2WS, for example Arabic-speaking immigrant children in the UK
learning the English writing system during school hours and the
Arabic writing system after school. Some of the chapters to follow
will demonstrate the sheer diversity of combinations of language and
writing system in, say, children in Singapore (Rickard Liow) or in
Switzerland (Schmid).

It is also necessary to make the obvious point that writing system
research across languages (cross-writing-systems research) is not the
same as L2WS research. Huang and Hanley (1995) compared the use of
L1WS Chinese in Hong Kong and Taiwan with the use of L1WS English
in England; this does not necessarily tell us anything about the acquisition
of Chinese and English as L2WSs. In general, it is important to separate
what is cross-linguistic and what is cross-orthographic, i.e. what is L1
transfer of aspects of the first language (phonology, syntax, morphology,
etc.) and what is L1WS transfer of aspects of the first writing system (ortho-
graphic conventions, phonological transparency, written morphology
etc.).
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Terms

L1WS: a writing system that represents the first language.

L2WS: a writing system that represents the second language.

L2WS learners/users: people who are learning/using a second language
writing system.

The first writing system: the writing system that the person learns first,
regardless of whether it is in their first or second language.

The second writing system: the writing system that the person learns
second, regardless of whether it is in their first or second language.

Issues and methods in Second Language Writing
System research

The concern of Second Language Writing System research is the
reading, writing, learning and awareness of L2WSs by L1WS-literate chil-
dren and adults, as well as any other consequences of using a L2WS for
linguistic and nonlinguistic activities. Like children acquiring their first
writing system, L2WS learners are affected by universal aspects of
writing system use, by the characteristics of the specific writing systems
they are learning and by the limited capacity for decoding and encoding
initially available in a second writing system.

Some characteristics of the writing system being learnt may be consist-
ent across L2WS learners as well as across L1WS learners. For instance, a
highly transparent phonological writing system is learnt faster than a less
transparent one by both L1 and L2 learners. Just as Italian children learn
to read Italian faster than English-speaking children learn to read English
(Cossu, 1999), so English–Hebrew bilingual children learning to read
Hebrew decode L2WS Hebrew words faster than L1WS English words
because Hebrew, when it is written with added diacritics to represent
vowels, is more phonologically transparent than English (Geva, 1999).
Another similarity between L1WS and L2WS learners is that neither are
initially proficient in decoding and encoding the writing system. Huge
differences in reading speed are normally found between L1WS and
L2WS readers; Jackson et al. (1994) found that the English reading
speed of Chinese students at American universities was more than four
standard deviations below the American students’ reading speed.

Beyond these shared features with L1WS acquisition, a L2WS learner
may have to learn inter alia:

. at the most global, a new writing system that represents different
linguistic units from his/her L1WS (for instance, consonantal
versus phonemic, or syllabic versus morphemic);
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. a new script for the same writing system (for instance, both writing
systems are phonemic but one is written with the Roman alphabet
and the other with the Cyrillic alphabet, say Spanish versus
Russian);

. a new level of phonological transparency for the same script (for
instance, more or less phonologically transparent orthographies
both written with the Roman alphabet, such as Italian versus
English, or both written with a morphemic script, such as Chinese
and Japanese).

When the learners have essentially finished acquiring the L2WS, they
still may read, write, and analyse the L2WS in different ways from the
L1WS user of the same system. L2WS learners, however, differ from chil-
dren acquiring their L1WS because they have already had experience of
another writing system. On the one hand, L2WS learners are facilitated
because they do not have to learn some basic facts about writing
systems, for instance that there is a direction to the sequence of symbols
and their orientation. On the other hand they are handicapped because
what they already know does not necessarily apply to their new
writing system. For instance, English L1WS learners learn that the
length of the spoken word in phonemes roughly corresponds to the
length of the written word in letters, but English learners of L2WS Japa-
nese cannot apply this knowledge because spoken word length is not
reflected in the number of kanji in writing: for instance /ko/ and
/mizu:mi/ are both written as .

Main issues in current L2WS research

The bulk of L2WS research to date deals with the effects of the L1WS on
the L2WS, particularly the transfer between the two major types of
writing system, the sound-based and the meaning-based, and between
the two routes for processing, the phonological and the lexical. Research
into such effects on L2WS reading began in the early eighties (e.g. Adams,
1982; Barnitz, 1982), but only became widely known through the efforts of
Keiko Koda in numerous publications (e.g. Koda, 1988, 1994, 1996, etc.).
Within the field of Second Language Acquisition (SLA) research, the
transfer of diverse aspects of language from the first to the second
language (language transfer, see Odlin (1989), which also contains a short
section on writing systems) was a major early preoccupation. Recently
transfer has been seen as a process that also goes from the second
language to the first (Cook, 2003). What makes second language acqui-
sition distinctive is indeed the first language already present in the lear-
ner’s mind. The major task of SLA research must be to map out the
complex relationships between these two languages in the same mind –
whether they stay separate, interact or merge.
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Because of the distinction between language and writing system, it is
not so much aspects of the language itself that may be carried over as
the attributes of a particular writing system. It is not Chinese per se that
is transferred by Chinese learners to the English writing so much as fea-
tures of the Chinese morphemic writing system. A parallel in other areas
of second language acquisition is intonation: speakers of ‘tone’ languages
have a particular set of difficulties acquiring an ‘intonation’ language and
vice versa (Ke, 1992); it is the move from one type of linguistic system to
another that is important, not from one language to another. In principle,
it is important to separate language transfer fromwriting system transfer, say
rather than the conventional directions. It is also important to separate
language transfer from writing system transfer. A specific feature of the
Italian language may be carried over to English, say writing
<�termometer> for <thermometer> because Italian lacks a phoneme /T/;
this is an example of cross-linguistic influence (asterisks indicate imposs-
ible spellings). Or a specific feature of Italian orthography may be
transferred, say writing <�ingiury> for <injury> because in Italian <gi>
corresponds to /dZ/ before <u>; this is cross-orthographic influence. Trans-
fer shades over into the question of which route is used in processing
(reading and spelling) (Hayes, 1988).

Research methods in L2WS research

The different research disciplines involved bring their own diverse
methods to the study of L2WSs. Much research consists of quasi-
experimental studies, comparing different groups of users of the same
writing system (seen in this book for instance in the chapters by Lau &
Rickard Liow and by Sasaki). Other quantitative approaches include
observational research (seen here in the chapters by Van Berkel and by
Somers) and simulations as in connectionist models (seen here in the
chapter by Van Heuven). Finally, qualitative approaches can also be
used (as in the chapter by Hickey). Tables 1.1 and 1.2 display some of
the typical methods employed. This section cites a representative
sample of the important papers in this area so that readers can follow
up particular approaches or writing systems they are interested in.
Table 1.4 organises these in terms of the types of writing system.

Experimental methods

In a sense fully experimental research is not possible when the variable
is the L1WS as participants cannot be randomly assigned to groups,
unless, say, an artificial writing system were used. Much L2WS research
is thus quasi-experimental, involving groups selected by their L1WS
and L2WS.

Figure 1.5 gives some of the standard research designs. Most studies
employ the same task in the same writing system performed by one or
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more groups of L2WS users and L1WS users of the target writing system;
for instance, English learners of L2WS Japanese compared with Japanese
L1WS readers (e.g. Chikamatsu, this book) or by two or more groups of
users of the same L2WS with different L1WSs, say, Chinese and Malay
learners of English as a L2WS (e.g. Randall, this book). The two designs
are combined in studies comparing groups of L2WS users with different
L1WSs comparedwith L1 users of the target writing system, say Japanese,
Spanish and Arabic learners of L2WS English with English L1WS users
(e.g. Brown & Haynes, 1985; Koda, 1988); the L1WS users can be adults
or learners, i.e. children (e.g. Jackson et al., 1999).

Differences in performance are then explained as the consequences of
the participants’ L1 writing systems, i.e. as transfer from the L1WS to
the L2WS. For instance, L1WS readers of alphabetic and morphemic
writing systems are compared in a task involving phonological recoding
of materials in an alphabetic L2WS; differences are attributed to transfer of
reading strategies from their alphabetic or morphemic L1WS (e.g. Wang
et al., 2003). Comparing groups of learners of the same L2WS may be
less likely to involve an implicit judgment in terms of deficiency than
comparing learners with L1WS users (as in one study which declares

Figure 1.5 Experimental designs
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that the English readers ‘set a standard’ for word processing), and may be
more likely to show the creative processes and strategies in the L2WS
learners/users rather than their failure to conform to those of L1WS users.

Other approaches that have been used include predictions about the
performance of L2WS learners/users, based on a contrastive analysis
(see Lado, 1957, which contains a section on writing systems) of the L1WS
and L2WS, which are tested against their actual performance (Schmid,
this book). When the variable investigated is not the L1WS, other
groups can be used: studies looking at the effects of L1WS instruction
or of L2WS proficiency on L2WS use compare groups with the same
L1WS and L2WS (chapters by Akamatsu and Scholfield & Chwo, this
book), sometimes with L1WS users as controls (Bernhardt & Everson,
1988). The most popular paradigm is participants with a morphemic
L1WS combined with an alphabetic L2WS, say Chinese . English (e.g.
Haynes & Carr, 1990; Leong & Hsia, 1996; Jackson et al., 1994), but also
consonantal L1WSs and phonemic L2WSs (e.g. Randall & Meara, 1988)
or alphabetic L1WS and morphemic L2WS (e.g. Hayes, 1988), etc. Some
studies also use participants whose writing systems have the same
script but with different degrees of phonological transparency, in particu-
lar combinations of alphabetic L1WS and L2WS (e.g. Chitiri & Willows,
1997; James et al., 1993). Research usually concerns the reading, writing
and awareness of single orthographic units (mostly words, but also
kanji or letters), sometimes presented in context (compounds, sentences,
etc.) (e.g. Chikamatsu, this book; Randall, this book), sometimes following
experimental manipulation, for instance degradation of the word’s visual
shape (Akamatsu, this book).

In all these methods, researchers measure the time taken to perform the
task (response time, reading time, etc.) and the accuracy (number of
correct answers), or only one of these two. Standard reading tests can
be used (Nassaji & Geva, 1999; Wade-Woolley, 1999). Table 1.1 illustrates
a range of the methods that have been employed, including all those rep-
resented in this book. This is intended as a nonexclusive list rather than a
logical categorisation. (References in brackets are examples of studies that
adopted the task.)

The methods used to test awareness of the linguistic units represented
in writing systems include a variety of metalinguistic awareness tasks
involving recognition or manipulation of linguistic units, some of which
are displayed in Table 1.2. These tasks can involve words or nonwords
(as in ‘poor teddy’! ‘toor peddy’). They measure accuracy, but can be
used in conjunction with measures of response times, as in the
phoneme deletion task in Ben-Dror et al. (1995). They can be used for
other linguistic units besides phonemes, for instance Bassetti’s word seg-
mentation task (this book). Awareness can also be investigated with the
same methods used in spelling research, such as spelling (Holm &
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Table 1.1 Some experimental tasks for researching reading and writing

Task Description

Word naming
(reading/recognition)

Reading aloud the target (word,
pseudoword, etc.) as quickly as possible;
accuracy or reaction times or both are
measured (Akamatsu; Schmid;
Scholfield & Chwo, this book).

Oral reading Reading a text aloud (Jackson et al., 1999).

Silent reading Reading in silence; reading time is measured
in words per minute, seconds per word,
hanzi per minute, etc. (Nassaji & Geva, 1999).

Silent reading with
comprehension
measures

Reading in silence, followed by multiple-
choice questions, recall, etc. (Koda, 1995).

Silent reading with
eye-tracking

Participants’ eye movements are recorded
during silent reading, revealing what parts
of the text they are reading and for how
long (Bernhardt & Everson, 1988).

Item recall A series of items (words, nonwords,
pseudokanji, etc.) are presented, followed
by a second series: the participant decides
whether s/he has seen the item in the
previous series (Sasaki, this book), or which
item preceded or followed the one just seen
in the previous series (Koda, 1988; Mori, 1998).

Lexical judgment/
decision

Words and nonwords are presented, the
participant decides whether each item
is a genuine word or a nonword
(Chikamatsu, 1996; Muljani et al., 1998).

Similarity judgement Participants decide whether two items
(e.g. words, pseudowords) are the same
or different. Items can be presented
simultaneously or with Stimulus Onset
Asynchrony (SOA) (Brown & Haynes,
1985; Haynes & Carr, 1990).

Auditory/visual word
matching

Participants listen to a spoken item (word/
nonword) and choose the one that matches
it from a set of written items (Holm &
Dodd, 1996).

(continued )
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Table 1.1 Continued

Task Description

Visual search Subjects check whether a previously
presented symbol is present in a list of
symbols. For instance, in ‘letter cancellation’
they have to find a letter in a series of
words (Chitiri & Willows, 1997; Green &
Meara, 1987).

Sentence acceptability
judgment

Deciding whether a sentence is correct or
incorrect; the sentence may contain
phonological or visual foils, i.e. items (words,
hanzi, etc.) that sound or look like the correct
item, as in ‘a pair is a fruit’ (Hayes, 1988).

Spelling test Timed or untimed test of spelling words
from dictation (Brown, 1970; Okada, 2002;
van Berkel, this book).

Table 1.2 Some experimental methods for researching phonological
awareness

Task Description

Phoneme addition Adding one phoneme, ‘tool’! ‘stool’
(Leong, 1997).

Phoneme counting Counting the ‘sounds’ in words (Holm &
Dodd, 1996).

Phoneme deletion Deleting one phoneme, ‘smeck’! ‘meck’
(Wade-Woolley, 1999).

Phoneme odd-one-out Finding the odd-one-out in a set of items
(words, pseudowords) which all but one
contain the same phoneme, e.g. ‘fan’ from
‘fan/cat/hat/mat’ (Prakash et al., 1993).

Phoneme reversal Transposing two phonemes, ‘lip’! ‘pil’
(Holm & Dodd, 1996).

Phoneme
segmentation

Separating the initial or final phoneme
(Leong & Hsia, 1996) or each single phoneme

Rhyme judgment Judging if pairs such as ‘rang/sang’
rhyme (Holm & Dodd, 1996).

Spoonerism Inverting the initial phonemes of two words,
‘big dog’! ‘dig bog’ (Holm & Dodd, 1996).
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Dodd, 1996), dictation (Leong & Hsia, 1996), word or pseudoword
naming (Holm & Dodd, 1996; Koda, 1989; Lau & Rickard Liow, this
book). Orthographic awareness of the L2WS can also be measured: for
instance, awareness of legal letter sequences in the L2WS can be tested
with a decision task where two words are shown and the participant
decides which one looks like a L2 word (Wade-Woolley, 1999).

Descriptive methods

Another broad approach is to collect and describe L2 learners’ writing.
As in other areas of SLA research, a starting point is the technique of Error
Analysis (Corder, 1974), in which the learners’ writings are scrutinised for
mistakes, i.e. forms that are not correct in the target writing system (even
if L1 writers may also make them), which are then analysed in terms of
preset categories.

Errors can be collected from different sources, such as free compo-
sitions or dictations. As with experimental research, L1WS users or
learners (children) can be compared with L2WS learners (Bebout, 1985;
Brown, 1970) or groups of L2WS learners/users with different L1WS back-
grounds (Cook, 1997), but most studies look at a single group of L2WS
users, sometimes to test predictions deriving from contrastive analysis
(Oller & Ziahosseiny, 1970). The same learners/users can be retested
over time (as in Van Berkel, this book), providing longitudinal
information by showing which errors are persistent and what is or is
not a temporary compensatory strategy; it is indeed possible to collect
all the misspellings produced by a single L2WS user (e.g. Luelsdorff,
1990).

After errors are collected, they are categorised. Cook (1997) used the
simplistic categories taken from the L1 English studies conducted by
the National Foundation for Educational Research (Brooks et al., 1993):
letter insertion, omission, transposition and grapheme substitution.
Bebout (1985) analysed Spanish learners’ errors with English using cat-
egories such as consonant doubling, other consonant errors, errors with
schwa /@/, errors with silent <e>, other vowel errors, letter misordering
and homophones. Errors can also be categorised according to the spelling
processes or strategies they reflect: Luelsdorff (1990) used categories such
as overgeneralisation (of L2 spelling rules) and transfer (including
‘orthographic cognatisation’); James et al. (1993) began by performing a
Contrastive Analysis of the similarities and differences between the
English and Welsh writing systems and classified errors into categories
such as mispronunciation (L1 phonological interference), misrepres-
entations (writing a L2 phoneme using a L1WS correspondence
rule), lexical cognate misspelling, etc. Some studies also use miscue analy-
sis (see Pumfrey, 1985) to analyse errors in reading aloud (e.g. Sergent,
1990).
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The difficulty with many of the above error collection techniques is that
only unusual forms may strike the analyst’s eye (see Van Berkel, this
book). A more balanced approach uses a large corpus of materials from
which errors can be drawn and their frequency established against a
larger mass of material (Table 1.3 provides examples of such materials).
The possibilities of a computer-based corpus approach are described in
the chapter by Okada in this book. At the moment these are limited by
the lack, or limited availability, of corpora of L2 learners’ writings that
accurately reflect the spelling and other writing system properties of
the original texts. The difficulties involved in creating such corpora are
discussed by Somers (this book).

Computer simulations

Computer modelling of some aspects of the L2WS has often occurred
in connectionist work on the first language writing system (Seidenberg &
McClelland, 1989). Connectionist spelling networks ‘learn’ to transform a
representation of spoken input into written spellings; they learn to
produce correct or acceptable spellings for regular and irregular words,
including previously unseen ones. Computer simulations have beenmen-
tioned occasionally in SLA research, e.g. Sokolik and Smith (1992) and
Blackwell and Broeder (1992). The issues are:

(1) Whether the simulations are based on the crucial SLA assumption that
there is a pre-existing L1 system in the person’s mind. A connectionist
model of SLA has to demonstrate that there is already a functioning
system to which a second system is added, rather than, say, make a
cross-language comparison of two writing systems.

(2) Whether the simulations remain purely in the computer or connect to
real-world evidence of writing system use.

The paper by van Heuven in this book shows some of the future
possibilities of modelling that takes these points into account.

Table 1.3 Some types of normal language material

Collection of naturally
occurring material

Student essays etc. (Somers, this book);
dictations produced as part of normal
homework (Luelsdorff, 1990).

Specially elicited full
texts

Compositions, for instance games
instructions. Used by James et al. (1993).

Collection of mistakes Mistakes collected from sources, rather than
treated as part of a text. Used by Terrebone
(1973) and Cook (1997).
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Qualitative research

While most research in second language writing systems is quantitat-
ive, L2WSs are also studied by means of qualitative research methods.
For instance, the think-aloud technique, whereby L2WS users perform a
task while reporting the processes they are using, was used to study
hanzi and word recognition strategies in US learners of Chinese
(Everson & Ke, 1997). Interesting insights into low-level processes of
L2WS reading and writing can also be found in narratives, such as the
personal account of using Hebrew as a low-proficiency L2WS user by
Andrew Cohen (2001). De Courcy (2002) used a variety of qualitative
methods to investigate how a group of immersion students learn and
use the Chinese writing system, including learner diaries, interviews,
think-aloud protocols, etc.

Examples of L2WS research

Table 1.4 presents some of the studies that have been done. While this
list is far from exhaustive, it can help the reader trace the L1WS and
L2WS combinations they are interested in. Some of these studies are
widely cited, others were included to show the variety of possible
writing system combinations; the list is exemplificatory rather than
comprehensive.

Main Findings of Second Language Writing
System Research

Research has consistently shown that L2WS users differ from L1WS
users because of the other writing system they already know. Most
research has concentrated on reading processes, especially word recog-
nition, but it has also touched on writing and metalinguistic awareness.
The characteristics of the L2WS and the L1WS experience interact in
many different ways, as shown below.

L2WS reading

When the L1 and L2 writing systems encode the same linguistic units,
L1 reading experience facilitates L2 reading. L2 readers are better
equipped to read a L2WS that uses the same script or at least encodes
the same linguistic units as their L1WS, and they read it faster than
readers with a different L1WS background. For instance, L1 readers of
Japanese (a partially morphemic writing system) are faster than L1
readers of an alphabetic writing system at word naming in Chinese, a
morphemic L2 writing system (Yang, 2000). The same is true when both
writing systems encode syllables: Chinese learners of Japanese as a
L2WS read syllabic kana faster than romanised texts (Tamaoka &
Menzel, 1994, reported in Kess & Miyamoto, 1999). It is also true when
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Table 1.4 Summary of some L1 and L2 writing systems relationships that
have been studied

L1WS type L2WS type L1WS(s) L2WS Source

Morphemic Alphabetic Chinese English (R) Haynes & Carr
(1990);
(R) Leong & Hsia
(1996);
(R, A) Jackson et al.
(1994);
(A) Wang & Geva
(2003);
(O) Freeman (1980)

Japanese English (W) Okada (2002)

Syllabic Alphabetic Kannada English (A) Prakash et al.
(1993)

Consonantal Alphabetic Arabic English (R) Green & Meara
(1987);
(R) Ryan & Meara
(1991);
(R) Randall & Meara
(1988);
(W) Ibrahim (1978);
(W) Haggan (1991);
(O) Morikawa and
McBeath (1992)

Hebrew English (A) Ben-Dror et al.
(1995);
(O) Kugelmass &
Lieblich (1979)

Persian English (R) Nassaji & Geva
(1999)

Morphemic
vs. alphabetic

Alphabetic Chinese,
Vietnamese

English (A) Holm & Dodd
(1996)

Japanese,
Russian

English (A) Wade-Woolley
(1999)

Chinese,
Indonesian

English (R) Muljani et al.
(1998)

Morphemic
vs.
consonantal

Alphabetic Japanese,
Chinese,
Persian

English (R) Akamatsu (1999)

Japanese,
Arabic

English (R) Fender (2003)

(continued)
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both writing systems represent phonemes: Spanish L2WS readers of
English are facilitated compared with Chinese readers, even when
matched for reading comprehension (Haynes & Carr, 1990). Thus,
reading is facilitated when the L2WS represents the same linguistic
units as the L1WS, even when the L2WS user has to learn a new script,

Table 1.4 Continued

L1WS type L2WS type L1WS(s) L2WS Source

Morphemic
vs.
consonantal
vs. alphabetic

Alphabetic Japanese,
Arabic,
Spanish

English (R) Brown & Haynes
(1985);
(R) Koda (1988, 1995)

Japanese,
Greek, etc.

English (W) Cook (1997)

Chinese,
Arabic,
Spanish

English (W) Oller &
Ziahosseiny (1970)

Alphabetic Morphemic English Chinese (R) Hayes (1988);
(R) Jackson et al.
(1994);
(R) Sun (1994)

Consonantal English Hebrew (A) Ben-Dror et al.
(1995)

English,
Russian

Hebrew (A) Wade-Woolley &
Geva (1998)

Alphabetic Greek English (R) Chitiri & Willows
(1997);
(A) Loizou & Stuart
(2003)

German English (W) Luelsdorff (1986)

Welsh English (W) James et al. (1993)

Spanish English (W) Bebout (1985);
(W) Terrebone (1973);
Staczek and Aid
(1981)

Alphabetic vs.
morphemic

Morphemic English,
Chinese,
Korean

Japanese
kanji

(R) Mori (1998)

Alphabetic vs.
syllabic

Syllabic English,
Chinese

Japanese
kana

(R) Chikamatsu
(1996);
(R) Tamaoka and
Menzel (1994)

R: reading; W: writing; A: awareness; O: other activities

38 Second Language Writing Systems



as in the case of Chinese learners of Japanese reading kana (Tamaoka &
Menzel, 1994).

L1WS reading processes also affect L2WS reading when the two writing
systems encode different linguistic units. While it might be supposed that
L1WS reading processes would not be used when the two writing systems
are different, the evidence suggests the opposite, mostly based on morphe-
mic and consonantal L1WS readers reading L2WS English, but with some
other writing system combinations. For example the effects of a morphemic
L1WS (Chinese, Japanese) on the reading of an alphabetic L2WS have been
repeatedly demonstrated. Comparisons of different readers of L2WS
English revealed that morphemic L1WS readers rely more on sight-word
knowledge in reading English in that they:

(1) are less affected by the unpronounceability of English words than
Spanish readers (Koda, 1987);

(2) are less efficient at reading pseudowords than Spanish readers
(Brown & Haynes, 1985; Haynes & Carr, 1990);

(3) aremore affected by word familiarity than Spanish readers (Brown&
Haynes, 1985; Haynes & Carr, 1990);

(4) are faster at recognising words than Arabic readers, who use the
more time-consuming phonological recoding (Fender, 2003);

(5) are more disrupted by alterations to word shape than Persian
readers, whose L1WS is semi-alphabetic (Akamatsu, 1998).

This means that L1 readers of morphemic writing systems recognise
English words in the same way as they recognise hanzi and kanji. In
general, they use the visual route for reading all sound-based L2WSs,
whether alphabetic or syllabic. For instance, Chinese learners of L2WS
Japanese rely more on visual information for reading kana than do US
learners of Japanese; when a Japanese word normally written in hiragana
is presented in katakana (or vice versa), Chinese readers of L2WS Japa-
nese are more disrupted (Chikamatsu, 1996).

There is also evidence of effects of a consonantal L1 writing system on
an alphabetic L2WS. For instance, L1 readers of consonantal Arabic rely
more on consonants than vowels in L2WS English word recognition.
Arabic readers of English, when asked whether two English words
were the same or not, tended to ignore differences in vowels; Arabic
readers, who are used to reading by consonants only, when reading
English are faced with ‘what seems to be far too much information’
(Ryan & Meara, 1991: 533). Effects of a phonemic L1WS on morphemic
and syllabic L2WSs have also been found. For instance, US learners of
Japanese recall a novel kanji more easily when it contains a pronounceable
phonetic radical than when it cannot be pronounced (Mori, 1998),
showing that they are searching for phonological clues in the morphemic
characters. They also rely on phonological decoding to read kana words
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more than Chinese learners (Chikamatsu, 1996), and are less disrupted
than L1 readers when morphemic information is removed but phonologi-
cal information remains, as in reading romanised Chinese (Bassetti, 2004)
or Japanese texts solely written in kana with no kanji (study reported in
Everson, 1993). The reliance on phonological information also affects
their learning strategies, so that English learners of L2WS Chinese rely
on phonetic radicals to learn hanzi more than Japanese ones (Shi &
Wan, 1998).

Even when both writing systems represent the same linguistic units (or
even use the same script), L2WS reading is affected by differences of pho-
nological transparency in the two writing systems, as evidenced by
several chapters in this book: Hickey’s account of English L1 children
learning Irish L2WS and Van Berkel’s account of Dutch L1WS children
learning English L2WS. L1 readers of a phonologically transparent
L1WS use grapheme–phoneme recoding to read an opaque L2WS; in
reverse, L1 readers of an opaque L1WS use a whole-word approach to
read a phonologically transparent alphabetic L2WS. Over-reliance on
phoneme–grapheme recoding frequently occurs in L1 readers of more
phonologically transparent writing systems reading L2WS English
(Birch, 2002). For example, Spanish L2WS English learners are slower at
word recognition in English than Japanese learners, even though
Spanish and English use the same script, since they are using
grapheme–phoneme conversion via the phonological route, which is
more time-consuming than the whole-word recognition used by Japanese
learners (Akamatsu, 1999). On the other hand, readers of a less trans-
parent system may fail to use the phonological route to read a more
transparent L2WS: English children reading French as a L2WS without
instruction in French grapheme–phoneme conversion rules use a
whole-word approach, although the French GPC rules are more
reliable than the English ones and a phonological decoding approach
would be more successful (Erler, 2003).

Experience of any previous writing system can affect L2WS use:
Japanese ESL readers with better knowledge of romaji, the Japanese roma-
nisation system, have better Englishword recognition skills (Yamada et al.,
1988, cited in Buck-Gengler et al., 1998), and Chinese readers who know
pinyin are better at reading English pseudowords (Holm & Dodd, 1996).
In this case, knowing a second writing system helps the person to use a
second language writing system (but it can also have negative effects –
see Okada, this book).

Apart from the linguistic units represented and phonological transpar-
ency, other aspects of L2WS reading have also been studied, such as
orthographic conventions. For instance, adding interword spacing
affects eye movements in English readers of L2WS Chinese but not
Chinese L1WS readers (Everson, 1986); marking the boundary between
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prepositions and nouns in Hebrew facilitates English and Russia L2WS
readers but not Hebrew L1 readers (Wade-Woolley & Geva, 1998).

There is also some neurolinguistic evidence from L2WS users. L2WS
users with disabilities have different impairment in their two writing
systems, showing the writing-system-specific nature of the impairment:
Rickard Liow (1999) describes the case of a Chinese user of English
who is dyslexic in English but not in Chinese; Wydell and Butterworth
(1999) report the case of a Japanese user of English who is only dyslexic
in English. While it is true that readers with some disabilities have diffi-
culties in reading both languages, the nature of the difficulties is different
in the two writing systems (Geva & Siegel, 2000).

To generalise, the main finding of L2WS research is that the greater the
similarity between the L1WS and the L2WS (i.e. representing the same
linguistic units, using the same script, having the same levels of phono-
logical transparency or using similar correspondence rules or ortho-
graphic regularities), the more L2 reading is facilitated. But, even when
the two writing systems differ, L2WS reading is still affected by L1WS
reading processes.

L2WS writing

The writing component of L2 writing systems has received rather less
attention than reading, for various reasons. On the one hand, L2WS
spelling, like reading, is affected by characteristics of the target writing
system: in one study English learners of L2WS Hebrew were asked to
write down previously learnt Hebrew words including diacritics for
vowels; most of their spelling errors consisted of incorrect vowels, consist-
ent with the fact that Hebrew only represents consonants (Cowan, 1992).
And spelling is an area of second language acquisition where L2WS users
reach fairly high levels of performance (Cook, 1997).

On the other hand, L2WS spellers do not necessarily behave in the
same way as L1WS spellers or as L2WS spellers from other L1WS back-
grounds. A fairly sparse scattering of research into spelling mistakes in
L2WS English suggests effects of both the L1 phonological system and
the L1 writing system. L2WS users with different L1s or writing
systems have characteristic mistakes; for instance Japanese spellers of
English show the Japanese /l�r/ confusion in the spelling of <recentry>,
or the use of epenthetic vowels in <yesuterday>. L2WS spelling research
has found that specific groups differ in their performance in ways that are
consistent with their L1 writing system and phonology.

Turning back to the effects of the L1WS, L2WS spelling accuracy is
affected by the type of L1WS: Oller and Ziahosseiny (1970) found that
L1WS readers of various writing systems that use the Roman alphabet
produced more spelling deviations than L1WS users of other writing
systems (Chinese, Japanese, Arabic). The L1WS affects L2WS spelling
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processes and strategies. Luelsdorff (1990) describes the spelling strategies
of a German high-school learner of L2WS English. Some of these involve
the use of the L1WS: for instance, using L1 letter names to spell L2 words,
or L1 phoneme–grapheme correspondence (PGC) rules in spelling
<station> as <*steschen>. James et al. (1993) also found effects of L1WS
Welsh PGC correspondences on L2WS English spelling, using <c> instead
of <k> because the L1WS does not have <k>, or spelling <ship> as <sip>
because in Welsh /S/ is spelled as <s>, or spelling <nephew> as <neffew>
because in Welsh <ph> for /f/ is only used in word-initial position.

Differences between L1 and L2WS spellers were also found outside the
phoneme–grapheme conversion rules, for instance in morphological
spelling. Adopting the same method used by Bryant et al. (1997) for
English children, Cook (2004b) found that L2WS learners of English are
quicker to get the uniform morphological spelling for the written mor-
pheme <ed> than L1WS children. The reasons for this might be various,
including the difference in age and the effects of literacy in a L1WS, but
are most probably the consequence of instruction, with L2 learners
being specifically taught that the English past tense is spelled <ed>.

There are still limitations to L2WS spelling research. First, the sparse
research available sometimes did not aim at finding effects of the L1
writing system; some researchers denied the possibility of there being
any (e.g. Wyatt, 1973). Second, often the same L2WS spelling error can
be explained as a consequence of either L1 phonology or L1 writing
system. For example, the confusion between <l> and <r> in Japanese
ESL spellers is explained as a consequence of either L1 phonology
(Cook, 1997) or the Japanese romaji transcription system (see Okada,
this book) – indeed both probably play their part. Finally research
looks at the product of spelling, i.e. the spelling errors, rather than at
the process of spelling. The techniques developed in L1WS spelling
research are rarely used in L2WS spelling research; such as misspelling
tasks where spellers are requested to spell a word incorrectly, or studies
of spelling production time using keyboarded responses, etc.

There is even less L2WS research on the effects of orthographic conven-
tions than on spelling. A bibliography of ESL writing (Tannacito, 1995)
lists 19 papers about ‘spelling’, but only one for ‘punctuation’ and two
for ‘orthography’. Although this bibliography is now quite old, the
situation has not changed much in the interval.

L2WS awareness

As seen above, using different writing systems requires awareness of
different linguistic units (morphemes and syllables in Chinese, phonemes
and words in English and Italian, consonants in Arabic, etc.). Researchers
working on language awareness in readers of a second language writing
system have largely focused on phonemic awareness, probably because
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English is the most studied L2WS. A common finding is that the meta-
linguistic awareness of the linguistic units represented in the L1WS
affects phonemic awareness in L2WS English learners and users.

Firstly, users of a phonemic L1WS outperform users of a syllabic L1WS
in phoneme awareness tasks with L2WS English: L1 readers of the alpha-
betic Russian writing system perform better than Japanese L1 readers at
phoneme deletion in L2WS English even though matched in word recog-
nition and pseudoword decoding (Wade-Woolley, 1999).

Secondly, readers with different L1WSs have different awareness of the
phonological units represented by the L2WS. English users of L2WS
Hebrew are faster than Hebrew L1 readers in deleting the first phoneme
in Hebrew words and, unlike Hebrew readers, are unaffected by whether
words are written with or without vowels (Ben-Dror et al., 1995).

Apart from the differences in the linguistic units represented, there are
also effects from the phonological transparency of the two writing
systems. While both Greek and English are alphabetic, Greek-English
bilingual children outperform English monolingual children in
phoneme awareness tasks, probably because the Greek writing system
is more phonologically transparent (Loizou & Stuart, 2003).

Other aspects of L2WS awareness have also been studied, such as ortho-
graphic awareness, i.e. knowledge of the possible combinations of symbols
in the L2WS. Wade-Woolley (1999) found differences in the orthographic
awareness of Japanese and Russian users of L2WS English: the Japanese
learners were faster than the Russians in deciding whether a sequence of
letters could be an English word. He explained this as a consequence of
the Japanese learners relying more on orthographic information for
reading English than the Russian learners, who rely more on phonology.
Jackson et al. (1994) also found that Chinese readers had better orthographic
awareness than phonological awareness of L2WS English. Regarding
orthographic awareness of writing systems other than L2WS English,
western learners of Chinese learn to use the phonetic radicals of hanzi in
just six months, compared with two years in Chinese children (Chen &
Wang, 2001).

Other aspects of L2WS use – linguistic and nonlinguistic
processes

Other aspects of writing systems, i.e. their physical properties, also
affect L2WS use. Anecdotes are sometimes found: Ball (1986) reports
that Arabic ESL learners turn to page 62 instead of page 26, reading the
number in the wrong direction. But there is also experimental evidence,
for example that L2WS reading is affected by L1WS directionality:
unlike English L1 readers, Chinese readers of L2WS English, whose
L1WSmay be written vertically, are not negatively affected in letter recog-
nition when reading English letters vertically (Freeman, 1980). Arabic
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readers, whose L1WS is read from right-to-left, locate letters in English
words faster when the letter is on the right-hand side of the word
rather than on the left-hand side, whereas English L1WS readers are
faster at locating letters on the left (Randall &Meara, 1988). Physical prop-
erties of the L1WS also affect L2WS writing: Sassoon (1995) reported that
L2WS users are affected by their L1WS experience in terms of how they
form letter shapes, how they join letters, how they hold the pen, etc. Anec-
dotal evidence is found in the literature, for instance that Chinese native
speakers who learnt pinyin in school write Italian with all letters separated
as in print writing, i.e. not joined up (Banfi, 2003). Other examples are pre-
sented in Cook (2001), for instance the fact that Chinese writers of L2WS
English start writing the letter <t> with the horizontal line, following the
order they use when writing hanzi.

L2WS users are also affected by both their writing systems when per-
forming some nonlinguistic activities. For instance, after learning the
English writing system, Hebrew children showed an increase in left-to-
right directionality in the way they arrange pictures of temporal events
(getting up, going to school, going to bed, etc.) (Tversky et al., 1991);
they also name objects from left-to-right rather than from right-to-left as
they did when they were literate only in Hebrew (Kugelmass & Lieblich,
1979). When shown drawings that seem to be rotating, English readers
perceive an illusory right-to-left rotation and Arabic readers an illusory
left-to-right rotation, but Arabic L2WS English users perceive rotations
as being equally left-to-right and right-to-left (Morikawa & McBeath,
1992). In other words the directionality of both writing systems affects
nonlinguistic activities in L2WS users.

The Multi-competent L2WS User

Most of the research findings reported above deal in one way or
another with the issue of transfer from the L1WS to the L2WS. Indeed
the term ‘transfer’ often figures in the titles of articles (e.g. Verhoeven,
1994), book chapters (Gesi Blanchard, 1998), conference papers
(Durgunoglu & Öney, 2000) and books (Carlo & Royer, 1994). Even
when it is not explicitly mentioned, transfer is still generally the frame-
work for researchers working in this field, as in Koda (1995; this
volume). The review of findings above shows that most research concen-
trated on transfer from the L1WS to the L2WS. In other areas of SLA
research, the transfer of some aspect of the first language to the second
is now so well-established that people have turned to other research
questions. Indeed if the first language had no effect on the second
language in the learner’s mind, there might not be a discipline of SLA
research since L2 acquisition would be effectively covered by L1 acqui-
sition research. While the new area of L2 writing system research initially
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needed to make this point about transfer, it is not clear that much mileage
can be gained from continuing to make L1-to-L2 transfer a main theme of
research: once transfer has been shown to apply in general, is it necessary
to demonstrate it over and over for all possible pairs of writing systems in
all possible ways? L2WS learning and use are more complex and involve
many other factors apart from L1WS transfer. The findings reported above
show that it is not simply a matter of transferring L1WS habits to the
L2WS, but that there is an interaction between the characteristics of
the two writing systems and the processes associated with them in the
L2WS user’s mind. In general, L2WS users use their writing systems dif-
ferently from L1 users with one writing system. The L2WS user is not
simply failing to use the L2WS in the same way as a L1 user, or trying
to use a L2WS in the same way as his/her L1WS; L2WS users read,
write, learn and analyse their L2WS differently from L1WS users,
because they have more than one writing system in their minds.

We can therefore extend the notion of multi-competence, first proposed
in Cook (1991), to writing systems. Multi-competence was defined as the
knowledge of two or more grammars in one mind (Cook, 1991), expanded
later to the ‘integration continuum’ which deals with the various relation-
ships that may obtain between the two or more languages in one mind
(Cook, 2002), in particular to the effects of the second language on the
first, sometimes known as ‘reverse transfer’ (Cook, 2003). A multi-
competent L2 user is not two monolinguals in one person, but has an inte-
grated knowledge of the two languages, which interact and affect each
other. Applied to L2WS research, this suggests that the multi-competent
L2 reader, as well as knowing two or more languages, also knows two
or more writing systems. This means that L2WS users:

(1) have different uses for their L2WS, compared with L1WS users of
their L2WS, and for their L1WS compared to L1WS users of their
L1WS;

(2) have different knowledge of their L2WS compared with L1WS users
of their L2WS, and of their L1WS compared with L1WS users of their
L1WS;

(3) have an integrated system in which both writing systems coexist.

These points are explained in more detail below.

Uses of writing systems in multi-competent L2WS users

The multi-competence theory predicts that L2 users use their L2WS in
ways that differ from L1WS users with only a single writing system. For
instance, a L2WS reader can use the L1WS to represent the pronunciation
of L2 written words, as in the case of Japanese learners of L2WS English
who use furigana – raised kana symbols used to show the pronunciation
of difficult or infrequent kanji – to note down the pronunciation of
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English written words (Okada, this book). The L1WS can also be used to
develop L2-reader-specific reading and writing strategies for the L2WS,
as when a L2 reader sounds out unknown L2 words using L1WS rules,
to encode them in working memory and to keep reading, or a L2WS
writer uses L1WS orthographic patterns to spell unknown L2 words, as
in Italian-German children acquiring literacy in Italian, who borrow gra-
phemes from German to represent Italian phonemes (Schmid, this book).

The L2WS user is not just a monocompetent user reading and writing
another writing system as if it were their first one but with lesser
proficiency, but is a new type of reader-writer who, consciously or uncon-
sciously, adapts the processes and strategies developed for using one
writing system to the particular cognitive needs of using another. A L2
user can use his/her specific strategies to perform tasks more efficiently
than monocompetent L1WS readers:

(1) Japanese readers of L2WS English are less disrupted by the presence
of unpronounceable symbols in English texts than English L1WS
readers (Koda, 1995);

(2) L2WS readers of English are better at detecting word-final silent <e>s
in text than English L1WS readers (Cook, 2004a);

(3) Italian readers of L2WS English are less affected by phonological
foils than English L1WS readers in English word recognition tasks
(Sasaki, this book);

(4) English readers of L2WS Chinese and Japanese read faster than
L1WS readers when only phonological information is available,
without morphemic information, as in reading romanised Chinese
(Bassetti, 2004) or Japanese written in kana without kanji (study
reported in Everson, 1993).

L2WS users also perform differently in their L1WS from monocompe-
tent users of the same L1WS. They develop specific reading and writing
strategies for the L1 writing system, which differ from the strategies of
monocompetent users. For a start, L2WS users can perform better than
monocompetent L1 users of the same L1WS: children who are skilled
English readers and are also literate in the more transparent Italian L2
writing system perform English word recognition and spelling better
than children who are skilled English readers but are only literate in
English (D’Angiulli et al., 2001). Secondly, even when performance is
apparently the same, processes and strategies may still be different
from those of monocompetent users of their L1WS. For instance, letter
search patterns of Greek users of L2WS English in their L1WS Greek
differ from those of monocompetent Greek WS users, showing different
effects of stress patterns, word length and content/function word distinc-
tion (Chitiri & Willows, 1997). L2WS users’ reading and writing practices
become a mix of the reading/writing practices of their two writing
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systems, as in Arabic readers of L2WS English, whose L2WS letter search
patterns differ from those of both English and Arabic L1 readers (Randall
& Meara, 1988). L2WS users can invent new meanings for L2WS symbols,
as the Chinese writer of L2WS Italian who uses full-stops to separate
‘information units’ within the sentence (Banfi, 2003). L2 readers can also
use codeswitching in writing, take notes in one writing system while
reading another, and in general take advantage of all the writing
systems they know.

Knowledge of writing systems in multi-competent L2WS users

The multi-competence theory applied to L2 writing systems predicts
that the L2WS user has a knowledge of his/her two writing systems
that differs from the knowledge of L1WS readers of either writing
system. The research reviewed above suggests that the L1WS affects
phonological awareness in L2WS users: English users of L2WS Hebrew
are better than Hebrew monocompetent readers in phoneme deletion
(Ben-Dror et al., 1995); Greek child users of L2WS English outperform
English monocompetent children in phoneme awareness (Loizou &
Stuart, 2003). But researchers also found effects of a L2WS on awareness
of L1 phonological units that are not represented in the L1 writing
system. For instance, Kannada-speaking adults, who are literate in a syl-
labic writing system, perform phonemic awareness tasks in their L1 better
if they learned L2WS English: on a phoneme deletion task performed in
Kannada, Kannada-English biliterates obtained 99% accuracy, but
Kannada monoliterates only achieved 46% accuracy (Prakash et al.,
1993). This confirms the multi-competence hypothesis: a L2WS user has
different knowledge of their L2WS from L1WS users of that writing
system and different knowledge of the L1WS from monocompetent
L1WS users.

Co-existence of writing systems in the multi-competent L2WS
user’s mind

Finally, when L2WS users are using one of their two writing systems,
both WSs are simultaneously activated in their minds at some level:
readers are slower at recognising L2 words whose orthographic patterns
are legal in both their writing systems than those that are legal in only one
of their writing systems (Altenberg & Cairns, 1983; Beauvillain & Segui,
1992). This may happen because, when a word’s orthographic pattern is
legal in both writing systems, bilingual readers have to check more
entries in their orthographic lexicon(s). L2WS users are also faster at
recognising L2 words whose orthographic patterns are legal in their
L1WS than those that are illegal, showing that the effects of the legality of a
word in one writing system carry over to the other (Muljani et al., 1998).
When L2WS users read, both the meanings of interlingual homographs
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(words spelled in the same way but having different meanings and
pronunciations in the two WSs) become activated (Van Heuven, this
book). For example, in English <pain> /peIn/ means ‘suffering’; in
French <pain> /pẼ/ means ‘bread’: French users of L2WS English are
facilitated by <pain> more for the French <beurre> ‘butter’ than the
English <ache>. In English <four> /fO:/ means ‘4’, in French <four> /fur/
means ‘oven’: French users of L2WS English have the <five> facilitated
(Beauvillain & Grainger, 1987). In both cases, the most frequent lexical
item is activated, regardless of the language being read. So the ortho-
graphic lexicon of the writing system that is off-line is always available,
resulting in activation of lexical items in the other language. On the
other hand, the amount of activation of words from the other writing
system may depend on which of the two writing systems has been pre-
viously activated (Chitiri & Willows, 1994; Jared & Kroll, 2001). When
people write in their L2WS, orthographic conventions are also activated
from their L1WS. This includes using L1 punctuation marks when
writing in the L2WS, as in Arabic writers of L2WS English who use
spacing before full stops or treat quotation marks as brackets (Somers,
this book); and using L2 orthographic conventions when writing in the
L1WS, such as Italian users of L2WS English who write the names of
the days of the week in capitals when writing in Italian, where it is not
necessary.

In conclusion, the presence of a L2WS in the mind affects the use
and knowledge of the L1WS, and all the writing systems of the L2 user
are present and interact during reading and writing. An approach
based on unidirectional transfer from L1WS to L2WS cannot handle
such evidence.

If this argument is correct, it also raises a question about the method-
ology of L2WS research. Research that compares monolingual L1WS
users with L2WS users often takes the results for monolinguals as being
those shown by the subjects in their L1 rather than those shown by
‘pure’ monolinguals (e.g. Chitiri & Willows, 1994). Even when (rarely)
a supposedly monolingual group is used for comparison, the subjects
often turn out on closer inspection to be people who are living in a
country where the other writing system is used, especially when the
L2WS under investigation is not English and native controls are drawn
from the English-speaking country where the research is performed
(e.g. in a study comparing Chinese natives and English L2 readers of
Chinese, the Chinese controls were students in US universities (Hayes,
1988)). The same applies to research comparing L2WS learners or users
with different L1WS backgrounds, who often turn out to be all studying
the L2WS in the US (and therefore to be literate in L2WS English): for
instance, comparisons of American, Chinese and Korean learners of Japa-
nese all studying at a US university (Mori, 1998). The problem is that all
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these learners and users are in a sense ‘contaminated’ in that their use and
knowledge of their L1 writing system may have been affected in some
way by the L2WS they have acquired. While such effects may only arise
at advanced levels of L2 reading and writing, this would need to be estab-
lished: D’Angiulli et al. (2001) showed benefits in the L1WS (English) for
English-Italian children with just some exposure to the Italian writing
system. This methodological point is not of course peculiar to L2WS
research but affects any research that tries to establish native performance;
Kato (2004) showed that the Voice Onset Times established for plosive
consonants for monolingual Japanese in their L1 had been distorted by
the fact that the subjects measured had been living in the United States.
In syntax too, if linguistics insists on accepting the monolingual native
speaker as the gold standard, those who know another language may
be suspect in the first language: Cook (2002) warned ‘The judgements
about English of Bloomfield, Halliday or Chomsky are not trustworthy,
except where they are supported by evidence from ‘pure’ monolinguals’
(p. 23). In L2WS research as well it is important to control the whole
linguistic and orthographic background of participants.

Research Questions in L2WS Research

The most common research questions in research into L2 writing
systems has undoubtedly been the effects of the L1WS on a L2WS
which represents different linguistic units and/or has different levels of
phonological transparency, as we have seen. We should nevertheless
point out that the ability of people to use a L2WS raises a number of
other interesting questions for SLA research and psychology.

Even with transfer from L1 to L2 writing system, there are unanswered
questions such as:

. ultimate attainment: do L2WS learners from different L1WS back-
grounds differ in their ultimate attainment in terms of speed and
accuracy in reading and writing the target WS?

. rate of development: do learners from different L1WSs develop L2WSs
at different rates compared to each other or compared with native
learners?

. learning strategies: are L2WS learning strategies affected by L1WS
learning strategies (say rote repetition of written symbols as in
Japanese children)?

. orthographic conventions: are L2WS users affected by differences in
orthographic conventions, such as the absence or presence of
capital letters, or the use of spacing to represent pauses rather
than word boundaries?

. physical properties: are L2WS users affected by L1WS directionality,
ways of producing actual written symbols, etc.?
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But a number of research questions go beyond the question of transfer
from L1WS to L2WS. Some of the questions that can be asked are:

. reverse transfer: does learning a L2WS affect how people read, write
and analyse their L1WS (for instance, does learning a more phono-
logically transparent L2WS affect the reading and spelling processes
used for the L1WS)?

. awareness of other units not utilised in speech: are L2WS facilitated for
instance in learning that -ed is one written morpheme?

. L1WS attrition: do L2WS users lose L1WS writing automaticity, say
Chinese students using L2WS English?

. integration of the L1WS and the L2WS: to what extent are the two
writing systems distinct in the mind of the L2 user or do they
form a merged system?

. multiple language writing systems: how does each subsequently learnt
writing system (including supplementary writing systems such as
romanisation) affect the others, say second on third and so on?

. effects of teaching: what are the effects of teaching method on L2WS
acquisition, say the differences between phonics and whole-word
methods? What are appropriate L2WS teaching methods?

. learning setting: are there differences, say, between the English spel-
ling of an Italian waiter and a student in a language school in
London?

. individual differences: are there effects of age of L2WS onset, number
of L2WSs known, motivation, cognitive style, working memory,
visual and phonological skills, etc.?

. sociolinguistic factors: how do sociocultural practices in the two
societies, and particularly the status and attitudes towards the
writing system, affect L2WS reading and writing?

. neurolinguistic research: which parts of the brain are activated when
reading or writing a L2 writing system, compared with native
readers of both the L1 and the L2 writing systems?

. nonlinguistic consequences of learning a L2WS: does learning a new
WS’s directionality affect how people represent temporality,
arrange images, etc.?

. the effects of new technologies: how does L2WS interface with compu-
ter-mediated communication such as e-mail in learning and using
L2WS?

Organisation of the Book

This book contains 16 chapters, organised roughly into four sections on
the reading, writing, awareness and teaching of a Second Language
Writing System.
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Writing a Second Language Writing System

The chapters in this section look at two aspects of writing a Second
Language Writing System: spelling and handwriting.

Nobuko Chikamatsu looks at whether kanji are stored and accessed by
English-speaking learners of L2WS Japanese as units or decomposed into
radicals (semantic or phonetic components of kanji), through an exper-
iment with the ‘tip-of-the-pen’ technique. When participants were in
‘tip-of-the-pen’ state, i.e. remembered some information about the
missing kanji but not the complete kanji, they had to indicate the likely
internal structure and likely number of strokes of the unknown kanji.
The results show how the Japanese mental lexicon of L2 learners is
organised and how an alphabetic L1 writing system affects the writing
of a morphemic L2 writing system through the role of phonological, mor-
phological and orthographic information for character recall. Apart from
the results themselves, the most striking part of this chapter is perhaps the
innovatory use of the ‘tip-of-the-pen’ research technique.

Ans van Berkel investigates how Dutch high school students learn to
spell English, aiming to find out whether they rely on L1 spelling strat-
egies, which are mainly phonological given the transparent L1WS, or
orthographic strategies (i.e. discovering rules). An error analysis of data
from dictation of familiar words concentrated on two types of error: L1
errors (due to transfer of L1 phonological knowledge) and L2 errors
(due to inadequate L2 spelling knowledge). An analysis of correct
answers looked at the role of phonological and orthographic strategies.
Dutch learners of English clearly rely on phonological strategies in the
early stages of learning English as a L2WS but start using orthographic
strategies at later stages. The strengths of this paper are its clear contras-
tive descriptions of the spelling system in two languages and the use of
large amounts of elicited spelling data.

Mick Randall looks at the effects of a meaning-based L1WS (Chinese)
and a phonologically transparent alphabetic L1WS (Bahasa Malayu, or
BM) on L2WS English, with a view to disentangling the relative contri-
butions of the L1 phonology and of the L1WS to L2WS word knowledge,
using experiments that compare first English L2WS learners with differ-
ent first languages (Chinese and BM) and same first writing system,
and then learners with different L1s and L1WSs. The patterns of spelling
errors reveal that the L1 phonology plays an important role in determin-
ing L2WS spelling errors, as speakers of different languages showing the
same spelling errors for consonant clusters that do not exist in their first
languages. The main difference between the Chinese and BM groups
was the treatment of the inflectional morpheme <ed>, which could not
be explained in terms of orthographic distance. The chapter provides a
new insight into the complex relationships of meaning-based and phono-
logically based writing systems.
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The chapter by Harold Somers looks at the creation of learner corpora,
i.e. computerised collections of language produced by L2 learners, and
argues that the handwriting of L2 learners of English contains features
that should be represented in corpora. The author discusses the features
that should be made available for researchers and teachers and how they
can be marked up with reference to spelling, punctuation, letter shape
etc., using examples taken from a small corpus of hand-written texts pro-
duced by Arabic ESL learners. The chapter is valuable in providing a
background in corpus linguistics for L2WS research and for discussion
of the implications of corpora for writing system research.

The chapter by Takeshi Okada investigates the role of a previously
learnt supplementary writing system, Japanese romaji, on the mental rep-
resentation of written words in English as L2WS. This results in spelling
errors that are specific to Japanese EFL writers, never occurring in native
English writers. Okada compares two corpora of elicited spelling errors
produced by Japanese and English spellers of English, explaining a
range of error types and relating the data to a description of the spelling
and word learning processes of Japanese learners of English. The chapter
provides further insight into the complex Japanese writing system situ-
ation, reminding us of the importance of the roman alphabet romaji as
well as the more studied kana and kanji scripts.

Stephan Schmid looks at how the L1 phonology and the L1WS affect
the L2WS spelling and reading, taking the situation of Italian-German
bilingual children learning Italian as a second writing system in
Switzerland, based on a contrastive analysis of the Italian and German
phonologies and orthographies. He describes the effects of the L1
phonology (both the standard and the regional variety) and the L1WS
orthography in qualitative and quantitative terms based on classroom
experiments. The chapter is important on the one hand because of its
use of rigorous phonetic analysis, on the other because it shows the com-
plexity of the real world situation once one goes beyond the stereotype of
a standard speaker of a language.

Reading a Second Language Writing System

The next four chapters look mostly at L2WS reading, mainly using
experimental approaches to investigate word recognition.

Phil Scholfield and Gloria Shu-Mei Chwo look at the effects of different
L1 and L2 reading instruction methods on word recognition in English as
a L2WS for Chinese primary school students in Hong Kong, where they
had learnt to read both the L1 and L2 writing systems with the whole-
word approach, and in Taiwan, where they had learnt by means of
phonological recoding. A similarity judgment task was used, involving
a decision whether two words presented simultaneously had the same
meaning or not; the pair were either phonologically similar, visually
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similar or neither. The significant differences between the two groups in
response times and accuracy confirmed that reading instruction
methods result in different L2 word recognition processes even in
readers with the same L1WS. The interest of the chapter is its insistence
that initial teaching method as well as writing system may be crucial.

The chapter by Nobuhiko Akamatsu investigates whether increased L2
reading proficiency reduces the effects of the L1 writing systems on L2
word recognition, looking at how the ability of Japanese learners of
L2WS English to read via the lexical route can hinder their reading via
the phonological route. The task involves English words in their normal
word shape or with alternating case (alternating lower and upper case
within the word), a manipulation that forces readers to use the phono-
logical route as it disrupts the word shape. The results showed that
increased levels of proficiency in Japanese readers of L2WS English do
not change the preferred reading route. This chapter is interesting in
reminding us of the role of proficiency in research on the effects of the
L1WS on L2WS reading.

Walter Van Heuven describes the BIAþ (Bilingual Interactive Acti-
vation) model, a recent model of bilingual visual word recognition. He
argues that previous evidence from experiments into visual recognition
of cognates and ‘interlingual homographs’ can only be explained by
language nonselective access to an integrated lexicon. The BIAþ model
implements such nonselective access and simulates the visual word
recognition processes of a (balanced or nonbalanced) bilingual. An
implementation of the BIAþ model is the SOPHIA (Semantic, Ortho-
graphic and PHonological Interactive Activation) model which can
replicate bilingual readers’ performance with interlingual homographs
and pseudohomophones and account for some experimental findings
not covered by the previous model. Van Heuven’s chapter is a good
example of the integration of careful experimentation and a computer-
based psycholinguistic approach in L2WS research.

Miho Sasaki looks at the effects of a phonologically transparent
alphabetic L1WS (Italian) and a morphemic L1WS (Japanese) on
reading a less phonologically transparent alphabetic L2WS (English).
She compared Italian and Japanese users of L2WS English as well as
English native readers using an item-recognition paradigm. The results
revealed differences among the Japanese, English and Italian groups in
accuracy (number of errors) and speed (response time). This chapter
broadens the database of research into the effects of L1WS transparency
on L2WSs.

Awareness of Language and Second Language Writing System

The three chapters in this section look at L2WS users’ awareness of the
linguistic units represented in their L2 writing system.
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Keiko Koda presents the Transfer Facilitation Model, which describes
how metalinguistic awareness developed for the first language is trans-
ferred and facilitates second language reading. Taking a functionalist
approach, the model predicts that: (1) aspects of metalinguistic aware-
ness that apply to both L1 and L2 writing systems facilitate L2
reading at the initial stages; (2) awareness of how language elements
are represented in the L1WS affects the rate of development of such
L2WS awareness; (3) the orthographic distance between the L1WS and
L2WS determines differential rates of L2 reading development; and
(4) L2WS decoding skills vary systematically across readers with differ-
ent L1WS backgrounds. Tested against a range of empirical studies, the
Transfer Facilitation Model provides a useful framework for future
research. This chapter is useful in adding to the few general models
that are available for L2WSs and showing the latest progression in
Koda’s thinking.

Benedetta Bassetti looks at how awareness of the L1 linguistic units
represented in the L1WS interacts with characteristics of the L2WS in
affecting awareness of the linguistic units of the second language, by
looking at word awareness in English-speaking learners of L2WS
Chinese and Chinese L1WS users. Using two word segmentation tasks,
she compared the L1 and L2 groups’ mean word lengths, levels of
agreement on segmentation and word segmentation strategies. Results
showed differences between the concepts of Chinese word in Chinese
and English users of Chinese. These results are explained within the
multi-competence framework in terms of the interaction between the L2
learners’ first language word awareness and characteristics of their
L2 writing system. This chapter contributes to the academic discussion of
second language awareness extended to units larger than phonemes.

The chapter by Lily Lau and Susan Rickard Liow looks at the reliance
on phonological awareness in spelling English as a L2WS by kindergarten
children with different L1 and L1WS backgrounds (English, Chinese and
BM) by means of a Flaps Spelling Test which shows processing skills in
spelling words that are spelled with <t> but pronounced with a flapped
voiced /d/. BM-speaking children showed poorer performance in the spel-
ling of t-flaps, i.e. more reliance on phonological coding, than English chil-
dren. Both exposure to the first language and exposure to the L1WS affect
phonological processing in the L2WS. This chapter is interesting because
of the complexity of the situation it deals with and because of its neat use
of the flaps technique.

Teaching a Second Language Writing System

The last section of the book examines the L2WS in educational
contexts.
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Therese Dufresne and Diana Masny propose that, from a post-
structuralist perspective, learning a new writing system involves
destabilisation of the system and a quest to seek and maintain stability
of that system. They use two case studies: one concerns how an
English-speaking child interacts with a new concept through learning
French, the other how a Gujarati-English child, literate in English, inter-
acts with the Gujarati writing system. The post-structuralist approach
can provide an alternative based on the acquisitional processes rather
than products, and on the restructuring of previous knowledge to accom-
modate new. The paradigms of teaching and learning (constructivism)
that have replaced the traditional ones, both in the context of the teaching
of language and writing in Canadian immersion programmes and world-
wide, affect language and writing research as well. This is related to
Dufresne’s theory of the Telling Maps and Masny’s Multiple Literacies
Theory. This chapter takes the discussion of L2WSs to a different plane
by reminding us of their status within general contemporary theories.

Tina Hickey looks at the difficulties of children learning to read Irish as
a L2WS in Ireland, and reports the results of a successful experimentation
with Taped Book Flooding. English L1WS children learning Irish as a
L2WS have a number of difficulties – poor decoding skills, interference
from English orthography, lack of motivation and lack of reading
resources. The problem of preparing Irish reading materials for these
readers is illustrated with an Irish-language storybook translated from
English. The author then describe their own successful trials of ‘Taped
Book Flooding’ as a means of encouraging extensive L2 reading. The
interest of the paper comes from its highly contextualised focus on one
situation of contact between two alphabetic writing systems and its prac-
tical discussion of actual reading texts and new teaching techniques.

Vivian Cook looks broadly at how L2 writing is taught in foreign
language teaching by analysing how various coursebooks present the
written target language. The author first discusses the neglected role of
written language in language teaching and lists what learners have to
know to use a L2WS. An analysis of written language in coursebooks
for English, Italian and French shows that their use of written language
is not representative of actual written texts or actual activities. The
same level of neglect of the writing system is also present in modern
language curricula, both in England and in the rest of Europe. This con-
tribution tries to situate L2WSs in the broader educational context of
foreign language teaching.
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Chapter 2

L2 Japanese Kanji Memory and
Retrieval: An Experiment on the
Tip-of-the-pen (TOP) Phenomenon

NOBUKO CHIKAMATSU

Introduction

Kanji is a logographic script in the Japanese writing system. Every kanji
character represents a meaning and functions as a morpheme in a word,
or as a word by itself. Unlike many sound-based alphabetic or syllabic
scripts, kanji has no systematic one-to-one grapheme–sound correspon-
dence (GSC) rules. This may make its cognitive processing different
from sound-based languages (Leong & Tamaoka, 1998). Yet native (L1)
readers of Japanese acquire their own writing system and written
language and function in them as efficiently and sufficiently as other L1
speakers do in their own languages. However, it is often a challenging
task for second language (L2) learners of Japanese to acquire kanji. To
develop an effective way to teach kanji, it is essential to understand the
challenge encountered by non-native readers by examining their kanji
retrieval patterns as compared to those of L1 speakers. The present
study explores the issue of L2 kanji retrieval through the ‘tip-of-the-pen’
(TOP) phenomenon.

What is the TOP? In psycholinguistics the expression, the ‘tip-
of-the-tongue’ phenomenon or ‘TOT’, indicates an intermediate stage
of lexical recall. When speakers try to remember a word, they sometimes
feel sure they know it, but the word is stuck on the tip of the tongue and
they cannot say it. Brown and McNeill (1966) were the first to conduct an
experimental study to explore this phenomenon with English words.
When L1 English subjects were given a definition of a target English
word and asked to write down the word, some subjects fell into the
TOT state. The findings showed that the subjects in the TOT state often
produced a response which was phonologically and/or semantically rel-
evant to the target word, and had partial features, such as the initial and
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final phoneme, the number of syllables, the main stress of the target word.
For instance, subjects were given a definition of the word ‘sextant’ and
produced words such as ‘sexton’, ‘secant’ or ‘sextet’, or were given a defi-
nition of the word ‘sampan’ and produced ‘sarong’, ‘saipan’, ‘sympoon’,
‘cheyenne’, etc. Thus, Brown and McNeill proposed a model in which the
mental lexicon is organized in a multiply indexed format, with first and
last letters and the number of syllables and main stress of the word
being the most accessible.

After many years, the TOT phenomenon is still a focus in psycholin-
guistic studies since it provides important insights into relationships
between language production and memory (Schwartz, 2002). Recently, a
variety of subject groups have been studied, such as bilinguals (Gollan
& Silverberg, 2001), dyslexics (Faust & Sharfstein-Friedman, 2003) or
older adults (White & Abrams, 2002), in order to explore their lexical
retrieval and language production mechanism.

In the present study, this intermediate recall process of Japanese kanji
was examined in both L1 and L2 readers to explore their memory and
retrieval systems through a writing task. This process is named the ‘tip-
of-the-pen’ (TOP), as if a kanji character in the word is stuck on the tip
of the pen and cannot be written accurately, although the person thinks
he/she knows it. Based on the observation of the TOP state and its error
patterns among L1 and L2 readers, the organisation of the mental kanji
lexicon, such as association among symbol, sound and meaning in
kanji, is explored and discussed below.

Kanji

Kanji as logograph

The unique feature of the Japanese writing system is the coexistence of
three different scripts: hiragana, katakana and kanji. Hiragana and
katakana are sound-based, syllabic scripts in which each letter represents
a syllable, such as hiragana o or to, or katakana o or to. The two
kana scripts share the same syllabic sound representation. A newly
encountered kana word can be pronounced correctly with grapheme–
sound correspondence (GSC) rules as each letter systematically represents
a sound unit. Hiragana is used primarily for grammatical or function
words but is also used for some content words. Katakana is used for
loan words, mainly from Western languages.

Kanji, on the other hand, is a meaning-based, logographic script in
which each character represents a meaning or morpheme, such as
‘man’ pronounced as o, dan or otoko, or ‘capital’ as to, tsu or miyako.
Each kanji character also has multiple readings, which vary according
to context, for instance, the character which means ‘head’, can be pro-
nounced: toh, doh, zu, ju, saki, atama, kashira, kohbe, kaburi and tsumuri. Each
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kanji has a great number of homophones, that is, kanji sharing the same
pronunciation but representing different meanings; for instance, the fol-
lowing kanji, ‘tree’, ‘feeling’, ‘chance’, ‘to glow’, ‘period’
and many others are all pronounced ki, i.e. are homophones. Thus,
kanji does not have a systematic sound representation or a one-to-one
relationship between sound and symbol; the visual form of the logo-
graphic script is, therefore, crucial to the identity of a character. Kanji is
basically used for content words, such as nouns, verbs, and adjectives.

By convention, the script chosen to represent a word depends on word
type and/or function, and all three scripts are combined in a single
sentence, as seen in the following example in which the syllable to is
transcribed in three different scripts.

otoko to tomu wa kyohto ni itta.
‘A man and Tom went to Kyoto.’

The hiragana and katakana scripts each consist of 46 different letters,
plus diacritic marks for voicing, but there are large numbers of kanji.
While kanji dictionaries used by Japanese natives contain anywhere
between 12,000 and 55,000 entries (Atsuji, 2001), 1945 kanji characters,
the so-called Jooyoo kanji, ‘common use kanji’, are selected as the stan-
dard for kanji usage in print, and taught from first through ninth
grades in Japanese compulsory education. A recent corpus linguistic
study (Chikamatsu et al., 2000) found that, out of the 4476 entries in a
corpus of one year’s editions of a major newspaper, the 2000 most fre-
quent kanji characters accounted for over 99% of the total kanji use.
Thus, it is conventionally thought that Japanese adults need to know
2000 kanji to read Japanese newspapers or published materials in Japan.

In L2 Japanese instruction, because of the limited number of contact
hours, only a small number of kanji are taught in class. Usually 300 to
500 characters are introduced in the beginning/intermediate textbooks
commonly used for the first two years in US colleges (for instance,
Makino et al., 1998; Tohsaku, 1999). In advanced technical readings,
such as economics, approximately 600 characters are required to compre-
hend the gist of academic articles or books (Shigaki, 1992). However, for
L2 Japanese learners, memorizing even that relatively small number of
kanji is often challenging.

Morphology of a kanji character

Each kanji is classified into six categories in terms of its intra-character
structure and morphological features.1 (The term ‘morphology’ is used
here in its sense of ‘shape, form, external structure or arrangement,
especially as an object of study or classification’ (OED, 1994), not in its
linguistic sense of a ‘branch of grammar’). Although widely known as
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‘iconic’ or ‘pictographic’, the majority of kanji (60 to 80%) are classified as
semantic–phonetic composites, consisting of semantic and phonetic con-
stituents or ‘radicals’ (Tamaoka et al., 2002; Tamamura, 1993). For instance,
the character doh ‘copper’ consists of a semantic radical on the left
side, which denotes the categorical meaning ‘metal’, and a phonetic
radical on the right side, which indicates the pronunciation doh. The
characters with the same semantic radical , such as ‘iron’,
‘silver’ and ‘steel’, all belong to the same ‘metal’ category. Characters
with the same phonetic radical , such as ‘the same’ ‘body’ and

‘cave’, share the same pronunciation doh. However, these functions
of semantic and phonetic radicals are not always as transparent as the
examples above. The meaning of a semantic radical may be less closely
related to the whole meaning of the character. The pronunciation of a pho-
netic radical may also be different from the pronunciation of the whole
character. In fact, such characters with phonetic cues may constitute less
than half of the semantic–phonetic composites (see the summary in
Koda, 2001).

The radicals are usually assembled with positional rules, as indicated
below in Figure 2.1. Although there are exceptions, the positional con-
straints control the visual positional feature of a character by not allowing
a right-side radical to be placed on the left, and vice versa.

Thus, the character’s internal morphology is constrained by functional
and positional intra-character rules to represent phonological, semantic,
and visual information in its radicals. In contrast to the enormous
number of characters, there are a relatively limited number of radicals.
Two hundred and fourteen radicals were counted for the 1,945 Jooyoo
kanji with the top 24 high frequency radicals comprising over 50%
(Tamaoka et al., 2002).

Kanji retrieval and memory

Decomposability and lexical units

Because of the high frequency of radical usage and morphological fea-
tures, a radical may serve as a fundamental element in L1 Japanese kanji

Figure 2.1 Positions of semantic and phonetic radical within the
character
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or Chinese lexicon. While a larger unit, i.e. a character or a whole word
(compound), is claimed to be more salient in lexical storage and retrieval
in previous L1 logographic studies (Hoosain, 1991; Yu et al., 1984; Zhang
& Peng, 1992; Zhang & Simon, 1985; Zhou &Marslen-Wilson, 1994), there
is strong evidence for radicals themselves serving as lexical units in word
recognition and memory (Flores d’Arcais et al., 1994; Leong & Tamaoka,
1995; Saito et al., 1994; Taft & Zhu, 1995).

The role of semantic radicals is more evident, due to their salient fea-
tures in a character. For instance, Flores d’Arcais (1992) found interference
from semantic radicals in a categorisation task. Subjects were presented
with a pair of characters and asked to decide whether they belonged to
the same meaning category (e.g. a body part) or not. When one character
included a semantic radical closely related to the meaning of the other
character, but the meanings of the two whole characters were completely
unrelated, it took longer to respond than to the pairs without relevant rad-
icals. Thus, the findings supported the lexical decomposition hypothesis,
i.e. that a radical was recognised as a unit during character recognition.
Other studies also supported the claim that semantic radicals were used
to identify the meaning of unfamiliar words or pseudo-words (Flores
d’Arcais & Saito, 1993; Flores d’Arcais et al., 1995).

The role of phonetic radicals in lexical retrieval is somewhat weaker
than the role of semantic radicals. Because of the lesser contribution of
phonological radicals to the character’s pronunciation, as mentioned
above, the phonological information of the character seems usually to
be accessed lexically through whole-character, rather than radical, acti-
vation (Hoosain, 1991). However, some studies show that phonological
radicals are activated in lexical retrieval (Saito et al., 1998), especially
used for grapheme–sound correspondences in unfamiliar character
recognition (Hue, 1992; Leong & Tamaoka, 1995; Seidenberg, 1985).

Thus, L1 speakers seem capable of decomposing a character into its
components – as a result, radicals are stored and activated as a unit for
character or word retrieval.

Intra-character structural and morphological awareness

The issue of decomposability leads to another question; intra-character
structural and morphological awareness. In order to decompose a charac-
ter into its components, the role of each component must be understood.
Chan and Nunes (1998) examined awareness of functional and positional
constraints of radicals among L1 Chinese children. Orthographic accept-
ability of positional constraints was investigated by switching radical pos-
itions legally in pseudocharacters (i.e. non-existing one-character words
with the radicals in the correct positions) and illegally in non-characters
(non-existing one-character words which violate compositional rules).
The results showed that six-year-olds were able to use positional rules
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to judge non-characters unacceptable and pseudo-characters acceptable.
To examine awareness of the functions of radicals, the subjects were
asked to create and pronounce a character to refer to a newly introduced
object (e.g. a person or plant from outer space). The results showed that
six-year-old children could use semantic radicals appropriately for
meaning, but could not use phonological radicals for pronunciation. On
the other hand, nine-year-old subjects used both types of radicals
appropriately and showed full understanding of the functions of radicals.
Chan and Nunes (1998) concluded that morphological awareness (i.e.
functional awareness of semantic radicals) is developed early in L1
Chinese acquisition although phonological radicals may take more time
to acquire.

Thus, L1 readers have solid intra-character morphological awareness
and decomposability; therefore, radicals serve as a crucial element in
lexical retrieval. However, the role that radicals play in the L2 lexicon is
still questionable. Koda (2001) reported her previous study in which
semantic radical sensitivity for Japanese kanji was compared between
L1 children and L2 learners. The subjects were asked to decide whether
or not a visually presented character belonged to a certain semantic cat-
egory. It was found that, while L2 subjects attended to semantic radicals
for meaning judgement, they were less sensitive and efficient than L1 sub-
jects, especially when the meaning of the semantic radical was not consist-
ent with the meaning of the whole character. Koda also suggested that
skilled L2 learners are sensitive to the morphological properties of rad-
icals and are able to use radicals to extract information from a newly
encountered character when morphological features contain reliable
information.

Morphological analysis can also be applied to the reading of com-
ponent characters in two-kanji compound words, but there is danger of
over-reliance on morphological analysis in L2 reading strategies. Mori
and Nagy (1999) pointed out the semantic ‘semi-transparency’ common
in kanji words (e.g. a ‘semi-transparent’ word ‘lunar eclipse’ with

‘moon’ and ‘to eat’ versus a ‘transparent’ word ‘moonlight’
with ‘moon’ and ‘light’), and examined learner strategy when gues-
sing the meaning of new kanji compounds. The findings showed that the
integration of morphological analysis and usage of contextual clues was
the most efficient strategy. However, intra-word morphological analysis,
i.e. analysing the meaning of each component character to discover the
meaning of the whole compound, was not a successful strategy on its
own, and was viewed as a low proficiency learner’s strategy rather
than high proficiency. Although the study focused on the character as a
component unit of words rather than on the radical as a component
unit of characters, this result suggests that novice L2 Japanese learners
rely overly on radicals, which results in unsuccessful comprehension.
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Multiple information activation

In addition to the issue of what unit information is stored in a logo-
graphic lexicon, discussed above, how information is stored is another
important issue. Previous L1 logographic research proposed multiple
information interactive activation, in which a single character or word
is stored in a multiply-indexed mental dictionary with phonetic, semantic
and visual representations, and those pieces of information are simul-
taneously activated for lexical retrieval (Saito & Shikata, 1988; Tan &
Perfetti, 1998). In such a model, while phonological activation seems
inevitable in any language regardless of orthographic features, including
Chinese and Japanese kanji (Chua, 1999; Perfetti & Zhang, 1995; Perfetti
et al., 1992; Xu et al., 1999), a stronger connection between visual symbol
and meaning is often observed in logographic than alphabetic lexicons
(Biederman & Tsao, 1979; Ju & Jackson, 1995; Morikawa, 1985; Paradis
et al., 1985; Weekes et al., 1998).

Based on these observations, it is thought that kanji errors are often of
semantic or orthographical, rather than phonological, origin. To examine
this issue, Hatta et al. (1998) compared L1 adult and L2 novice writers’
errors in two-kanji compound words. L1 errors were collected from aca-
demic writing samples and L2 errors from weekly kanji quizzes given
in class. The results showed that a majority of L1 errors were phonological
(e.g. kai instead of kai in shakai ‘society’), semantic (e.g.
‘exist’ instead of ‘bend down’ in senpuku ‘concealment’) or ortho-
graphic (e.g. instead of in kisetsu ‘season’). Among these L1
errors phonological errors (60%) were much more common than semantic
(43%) or orthographic (30%) despite the common belief. On the other
hand, the dominant L2 error was non-kanji errors unrelated to any fea-
tures of the target characters. Of the errors by L2 subjects 32% were
‘one or two stroke addition and omission’ (in which a radical was not
accurately formed) while L1 subjects made such errors only 7% of the
time. Instead, the majority (70%) of L1 non-kanji errors were classified
‘mismatching of radicals’ with the replacement of incorrect radicals, but
such errors constituted 40% of L2 non-kanji errors. These observations
indicate that a kanji character may be stored as radical assemblage in
L1 lexicon, but rather as stroke assemblage in L2 lexicon. Therefore, it
was concluded that the L1 kanji lexicon was organized at multiple infor-
mation levels and radicals serve as a crucial lexical unit, but this was not
the case in the L2 lexicon.

To sum up, in L1 logographic studies, the issues that have been widely
discussed are: (1) decomposability; (2) intra-character structural and mor-
phological awareness; (3) lexical unit; and (4) multiple information inter-
action for retrieval. Only a few L2 studies have examined these issues, and
the internal mechanism of the L2 Japanese kanji lexicon is relatively
unknown. Differences in proficiency, orthographic backgrounds, and
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cognitive processing strategies may cause different phenomena in kanji
production in L1 and L2 subjects. Thus, the present study compared
kanji production performance, TOP and errors in L1 and L2 subjects in
order to understand the organisation and mechanism of the L2 kanji
lexicon.

Present Study: The Kanji Tip-of-the-pen (TOP)
Phenomenon Experiment

Subjects

Twenty-one native Japanese speakers and 18 non-native speakers par-
ticipated in the present study at a large Midwestern university in the US.
All the L2 subjects were college students enrolled in the second semester
course of the second year of a degree in Japanese and had English as their
first language. The L1 subjects were Japanese native college students or
non-students who had resided in the US for nine months to four years
at the time of the experiment. All had completed high school and at
least a few years of university-level education in Japan.

Materials

Adifferent set of 45 two-kanji character words with a target kanji on the
right or left side were used for the L1 and L2 groups (see Appendix 1). To
lead the subjects to fall into the TOP, it was not reasonable to use the same
set of kanji words for the two subject groups. For L1 stimuli, 45 kanji were
selected from among the 1945 Jooyoo kanji permitted for use in official
publications by the Ministry of Education. All characters were seman-
tic–phonetic composites; however, not all phonetic radicals represented
exactly the same pronunciation as the whole kanji, even though they
were, to some extent, similar to the pronunciation of the whole kanji.
For L2 stimuli, 45 kanji characters were selected from approximately
350 characters that had been introduced in class. All 45 kanji characters
were part of two-kanji compound words and had an on-reading (a kanji
character often has multiple readings, an on-reading whose pronunciation
derived from the Chinese language, and a kun-reading whose pronuncia-
tion originates in Japanese, such as ‘capital’ with on-reading to and
kun-readingmiyako; a two-character compound is commonly pronounced
with the on-readings of its component characters, as in toshi ‘urban
city’). Inadvertently, one Japanese-derived compound with a kun-reading
was selected. Since this stimulus could be confusing for L2 learners, it was
dropped from the analysis, leaving 44 stimuli for the analysis.

Procedure

Kanji writing tests were conducted separately for the L1 and the L2
subjects, each lasting approximately two hours. At the beginning the

78 Writing a Second Language Writing System



main purpose of the experiment and the concept of the TOP were
explained. L1 subjects were first presented orally with the pronunciation
of a two-kanji word, then the dictionary definition in Japanese, followed
again by the pronunciation. The sequence for L2 subjects was identical,
except that an English definition was substituted for the Japanese
definition. The subjects were then instructed to write the word containing
the target kanji in a box provided at A on the answer sheet (see
Appendix 2). The target kanji of interest was indicated in the bold
boxes. Thus, subjects who were able to write both characters, or only
the target character, immediately after the definition was given, were
instructed to wait for the next question without proceeding to the follow-
ing stage. Those unable to remember the target kanji at all were also
instructed to wait for the next question. Those subjects who could not
write the target kanji but felt they were in the TOP were instructed to
answer questions B, C, D and E in order. Question B was about the
general shape of the kanji, i.e. how each element of a character is
assembled to construct a whole character. Six types of shape, as discussed
above, were introduced with an example during the test directions. Ques-
tion C referred to the number of strokes the character had. Since it seemed
difficult for subjects to ‘know’ the number of strokes without knowing the
intended kanji, during the instructions they were presented with five
examples of kanji with 5, 8, 12, 15 and 18 strokes, and were asked to
count them along with the experimenter. In Question D, space was pro-
vided on the right-hand side to jot down whatever form came to mind.
Subjects were notified that this part of the test would not be scored.
Lastly, Question E asked subjects to write their best guess at the target
kanji. Subjects had 60 seconds altogether to answer each set of questions.
Six sample items were given as a trial before the test.

Data analysis

Since different sets of test stimuli were used for L1 and L2 groups
without any control over difficulty, frequency or transparency of each
character, comparisons were made only at the descriptive level. The
basis of control used in this analysis was whether the subjects self-
claimed that they were in the TOP. Thus, the following analyses were con-
ducted, based on the data that fell into the TOP conditions.

Categorisations of TOP

The first analysis was conducted with the TOP responses provided in
Questions B through E. The TOP responses were classified into the follow-
ing three categories based on the response in Question E:

(1) Correct TOP: a correct target character (e.g. ‘fat’ boh in ‘body
fat’ shiboh),
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(2) Incorrect TOP with correct radicals: an incorrect character or non-
character which contained at least one of the constituent radicals of
the target character (e.g. for the target ‘fat’: , or which
all contain , or which contains ),

(3) Incorrect TOP with incorrect radicals: an incorrect character or non-
character with radicals totally unrelated to the target (e.g. , or

for the target ).

Kanji visual features

Since kanji is often viewed as a ‘visual’ script – a feature that may be
emphasized in the process of learning – two ‘visual’ features, shape
and complexity, were examined in the present study. The accuracy of
the shape was calculated in percentages for each item by dividing the
number of correct responses in Question B by the number of all TOP
responses. Complexity, i.e. the number of strokes guessed in Question
C, was also examined and submitted to a correlation coefficient with
the ‘correct’ number of strokes for each target item.

Results and discussion

General characteristics of TOP

L1 transfer and the gap between recognition and production: Figures 2.2 and
2.3 show the number of TOP occurrences for the L1 and L2 groups
respectively. Among L1 TOP responses, 30.5% resulted in a correct char-
acter, but 69.5% were incorrect. On the other hand, among L2 TOP
responses, only 11.4% resulted in a correct character, and 88.6% were
incorrect. A t-test was conducted to compare the occurrence of correct
TOP responses between the two groups and it revealed a significant
difference between the two groups (t(37) ¼ 2.981, p , 0.01). In short, L1
subjects who fell in the TOP state could recall and write a target character
at the end more accurately than L2 subjects. Thus, in many cases L2 sub-
jects were apparently not looking for the target, but for something else,
even though they declared that they were in the TOP. In other words,

Figure 2.2 L1 natives’ responses (out of 945 responses total)
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TOP seems to be a more temporary phenomenon among L1 subjects than
L2.

There are a couple of possible interpretations for the L2 learners’ low
frequency of correct TOP. First, it might be because of cognitive interfer-
ence from their native language, i.e. sound-based alphabetic English. In
the experiment, subjects were provided with the pronunciation of the
word, which contained a target kanji. For the speakers of alphabetic
languages, the connection between symbol and sound in their L1 is
more systematic and direct due to the grapheme–sound correspondences
(GSC). If they know the pronunciation of a word, it is often possible to
spell the word properly in such sound-based languages. However, kanji
does not have such systematic GSC. Therefore, the L2 subjects easily mis-
judged or overestimated their production ability for kanji-spelling when
they heard the sound of the character. As a result, they felt overly
confident about knowing the target kanji and self-declared TOP even
though they did not know exactly how to write it. Thus, the
L1 cognitive process of English might have led them into false TOP as
the result of L1 transfer.

Another interpretation is that there is a considerable gap between rec-
ognition and production skills in kanji among L2 subjects. Recognition is
easier than production in any language and kanji is no exception, even for
L1 Japanese natives. It requires one to remember graphic details, such as
each stroke and its assemblage, in order to write a character correctly.
Such a production task could be even more challenging for L2 learners
of Japanese. As a result, the gap between recognition and production in
L2 writing could be much bigger than in the L1, and L2 learners could
have easily misjudged their production skill, resulting in the low rate of
correct TOP responses.

Radicals as a memory unit:Another point of interest in the present analy-
sis is how often radicals were recalled correctly in TOP. While the L1 sub-
jects responded to 69.5% of all TOP responses incorrectly at the end,
approximately two-thirds of the incorrect answers contained a correct

Figure 2.3 L2 non-natives’ responses (out of 792 responses total)
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radical (see Table 2.1). In short, 76.2% of all the TOP responses contained
at least a correct radical, and only 23.8% were totally irrelevant to a target
character without any radicals in common. On the other hand, while the
L2 subjects responded to 88.6% of all TOP responses incorrectly, approxi-
mately one-third of the incorrect answers contained a correct radical. In
short, 34.7% of all the TOP responses contained at least a correct
radical, but 65.3% did not have even one correct radical. A t-test was con-
ducted to compare the occurrence of TOP responses with correct radicals
(i.e. sum of Correct TOP and Incorrect TOP with correct radicals) between
the two groups, and it revealed a significant difference, t(37) ¼ 7.253,
p , 0.0001. Thus, L1 subjects wrote radicals much more accurately than
L2 subjects in the TOP state, even when they could not write down the
correct character. This suggests that radicals are stored and retrieved as
a solid lexical unit in the L1 lexicon, but not in the L2 lexicon. This
result matches Hatta et al. (1998) where 80% of L1 errors were relevant
to the target, and 70% of them contained a correct radical although they
were placed in the wrong position. On the other hand, only 15% of L2
errors were relevant errors, and less than half (40%) contained a correct
radical.

Kanji visual features

Kanji as a visual unit: Mean accuracy rates of shapes were 58.6% and
26.3% for L1 and L2 responses, respectively. A t-test revealed a significant
difference between the two groups, t(87) ¼ 8.152, p , 0.0001, that is, L1
subjects chose correct shapes more accurately than L2 subjects in the
TOP state. Thus, for L1 subjects the figural feature of assemblage was
retrieved well even at the intermediate retrieval stage before the actual
target was fully accessed. On the other hand, L2 subjects did not seem
to remember the shape if they did not remember a character thoroughly.
This may be because the six patterns of assemblage were not familiar yet
to L2 subjects. Or, it could be because the current L2 subjects had not
acquired positional rules in a character and were not attentive to the
assemblage patterns because of their limited kanji knowledge (of 350
characters). However, Chan and Nunes (1998) found that L1 Chinese
first graders already understood positional constraints even with a
similar amount of kanji knowledge (with approximately 500 characters).
Therefore, the interpretation is just a speculation based on the present
analysis.

The number of strokes was also examined. Themean number of strokes
the subjects guessed in each kanji was used to calculate a correlation
coefficient between ‘guess’ and the actual correct number of strokes of
the target kanji. The result revealed significant correlation both for
the L1 group (r ¼ 0.492, p , 0.001) and for the L2 group (r ¼ 0.723,
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p , 0.0001). L2 subjects showed a high positive correlation while L1
subjects showed a moderate positive correlation. This outcome implies
that it may be difficult for natives to figure out the stroke numbers
because kanji is viewed as the assemblage of radicals rather than the
assemblage of single strokes. On the other hand, a character may be visu-
alised as a holistic image with fairly accurate complexity (or simplicity) by
L2 subjects.

On the other hand, this may have been simply a result of instructional
effects. At the early stage of kanji instruction, the teacher writes each char-
acter and counts each stroke aloud, and sometimes asks students to write
a new character in the air with their hand by counting the number of
strokes. As a result, the L2 subjects may have been more aware of the
number of strokes. It was also possible that this was caused by the
present test stimuli. The average for the target characters was 10.7
strokes, ranging from 4 to 18 strokes, in L2 stimuli, and 14.3 strokes,
ranging from 8 to 19 strokes, in L1 stimuli. In short, the L2 subjects
were presented with less complex characters, which had them guess the
number of strokes more easily and accurately.

Error analysis

In addition to TOP analysis, error analysis was conducted. All the
errors subject to this analysis were incorrect responses, yet real characters
were found among incorrect TOP responses to Question E, as well as
errors in Question A (which were not TOP responses). They were cate-
gorised into five error patterns on the basis of Saito & Shikata’s study
(1988). The five error types are: (1) phonetic errors; (2) graphic errors;
(3) semantic errors; (4) compositional errors; and (5) contextual errors,
as shown in Table 2.1. Errors were counted more than once as overlap
errors when belonging to more than one category.

There were a total of 135 and 217 real character errors for L1 and L2
subjects, respectively (see Table 2.2). The percentages of error patterns
were calculated using the total error numbers. Because of the overlapping
error analysis, the sum is over 100%.

A single factor ANOVA with five levels (phonetic, graphic, semantic,
compositional and contextual) was conducted for each subject group,
and resulted in significant difference for L1 subjects, F(4, 220) ¼ 14.130,
p , 0.0001, as well as for L2 subjects, F(4, 215) ¼ 3.000, p , 0.05.
Planned multiple comparison tests were conducted to locate differences
among the five error types for each subject group. For L1 errors, all
paired comparisons were significant except for between phonetic and
graphic, and between compositional and contextual (see Figure 2.4).
Among L2 errors, contextual errors occurred significantly less frequently
than any other errors, but no significant difference was found among the
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other four factors, phonetic, graphic, semantic and compositional (see
Figure 2.5).

Visual–phonetic association: Interestingly, L1 subjects made phonetic
errors more often than semantic errors despite the common belief that
semantic or graphic errors should be more common due to the ortho-
graphic features of the Japanese writing system. This may be explained
as a task-oriented effect of writing in the present ‘production’ study
where the sound representation was given first followed by the

Table 2.1 Error types and samples

Error types Descriptions Examples

Phonetic The incorrect kanji has a
similar pronunciation to
the target.

L1: en for en in
enkai (*also

semantic)

L2: ji for
ji in seiji

Graphic The incorrect kanji has a
similar shape to the target.

L1: for in

L2: for in

Semantic The incorrect kanji has a
similar meaning to the
target.

L1: ‘passage of time’
for ‘calendar’ in
‘old (lunar) calendar’
(*also graphic/phonetic)

L2: ‘money, gold’ for
‘silver’ in ‘bank’

(*also graphic)

Compositional The incorrect character is
the non-target character in
the two-character
compound instead of the
target.

L1: for in
sohnan ‘missing’

L2: for in
kenkyuu ‘research’

Contextual The incorrect character is
used or introduced
frequently with the target
in a different word
context.

L1: (often used in
chohmon ‘condolence’) for

in imon
‘consolation’

L2: (often used in
renshuu ‘practice’) for
in fukushuu ‘review’

*An overlap error is indicated with an asterisk, with the other classification in
brackets.
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meaning to write a symbol. When a subject searched for a target kanji,
several candidates associated with the phonological representation of
the target were activated in the lexicon and one was wrongly chosen
at the end. This interpretation is supported by Hatta et al. (1998) in
which dominant phonetic errors were also observed in L1 free writing.
Thus, unlike logographic ‘recognition’ where a visual representation is

Table 2.2 Error rates and frequencies

Errors L1 native L2 non-native

Phonetic 69.6% (94) 30.0% (65)

Graphic 54.8% (74) 27.7% (60)

Semantic 23.7% (32) 18.9% (41)

Compositional 3.0% (4) 15.2% (33)

Contextual 6.7% (9) 3.7% (8)

Total real kanji errors (135) (217)

Overlap errors 50.4% (68) 14.3% (31)

Unrelated errors 5.9% (8) 24.9% (54)

Brackets indicate the raw numbers of error frequency.

Figure 2.4 L1 natives’ errors
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converted into a semantic representation, often without sound mediation,
in a writing task a concept (i.e. semantic representation) is converted into
a symbol with automatic phonetic mediation despite its logographic
feature. However, this automatic interactive phonetic activation may
not be the case in the L2 lexicon, where multiple pieces of information
are not strongly associated yet.

Character decomposability and radical functions: Of particular interest is
the lack of difference between the occurrence of phonetic and graphic
errors among the L1 errors. This may be explained by the large number
of L1 phonetic–graphic overlap errors; that is to say, 59.6% (56 out of 94
cases) of L1 phonetic errors shared a graphically identical phonetic
radical with the target, resulting in more cases of graphic errors. Interest-
ingly, only 35.4% (23 out of 65 cases) of L2 phonetic errors had common
radicals. The majority of L2 phonetic errors were characters with the
same pronunciation as the target without any common phonetic radicals.
Thus, while the L1 subjects made phonetic errors with common phonetic
radicals, the L2 subjects often wrote an incorrect character as if a whole
kanji character represented a sound unit. This could be the result of L1
cognitive transfer caused by the orthographic feature of sound-based
English. In other words, even though a kanji is a logograph with the
primary association between symbol and meaning, for L2 subjects it
may not be easy to dissociate symbol and sound in kanji characters
because of their L1 alphabetic features.

Figure 2.5 L2 non-natives’ errors
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As for semantic errors, 68.8% (22 out of 32 cases) of the L1 semantic
errors contained identical semantic radicals to the target, compared to
46.3% (19 out of 41 cases) of L2 errors. Radicals were frequently written
correctly by L1 subjects even when whole characters were not recalled.
It is probable that native speakers have a stronger sense of morphological
rules, able to decompose a character into radicals. As a result, radicals
could be stored and retrieved as information units. However, due to the
low rate of recall of both phonetic and semantic radicals, it is thought
that L2 subjects lacked morphological awareness or decomposability. As
a result, radicals did not serve as a functional unit in L2 retrieval or
memory to the same degree as in L1.

Multiple information activation: Another notable difference between L1
and L2 errors is the frequency of overlap errors. Over half of the L1
errors (50.4%) overlapped phonetic, semantic or graphic types, as com-
pared to only 14.3% of L2 errors. While it was probably the case that L2
subjects simply did not know enough characters to produce such
errors, this could also be explained by the multiple information activation
model, mentioned above. In this model, a lexicon is organised with mul-
tiple levels of information, e.g. meaning, sound and shape, and those
pieces of information are strongly connected and activated one after
another in retrieval. The link between these levels in the network in the
L1 lexicon is strong – as a result, L1 subjects produced many overlap
errors. In the L2 lexicon, however, the lack of an established network
means that this type of error is not observed very often. This interpret-
ation is also supported by the relatively high rate of unrelated errors
observed in L2 responses (24.9%), compared to L1 (5.9%).

Word decomposability: Another noteworthy finding is that substantial
compositional errors were made by L2 subjects, i.e. statistically no
fewer than phonetic, graphic, and semantic errors, but they were very
rare in L1 errors. That is to say, L2 subjects often wrote the non-target char-
acter of the two-character words in the position of the target character.
Only 3.0% of errors were of this type in L1 errors, compared to 15.7% of
L2 errors. This indicates that in the L2 lexicon a character is often
stored as part of a word, i.e. in the context in which the character is intro-
duced or is used frequently. It suggests that native speakers can more
effectively decompose larger units into smaller units (i.e. proceeding
from a word to a character or from a character to a radical), while non-
native speakers lack this ability.

Furthermore, more frequent compositional errors may have been the
result of a weak connection between symbol and sound in the L2
lexicon. In the present writing test, the pronunciation and meaning of
two-character compounds were given as cues for writing. In such a
task, a compound could be easily decomposed into two constituent char-
acters phonetically, but not semantically, as seen in ken-kyuu
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‘research’. If the phonetic representation is strongly associated to the
visual symbol in each character, compositional errors should not occur
often. Thus, L2 compositional errors may have been caused because the
sound-symbol linkage was not well established yet for each character in
the compound.

Conclusions

In the present study, TOP and error data collected from L1 and L2
writing samples were examined to discuss L2 Japanese learners’ kanji
knowledge and lexicon. To sum up, it suggests that:

(1) L2 learners of Japanese evidence a large gap between recognition
and production skills;

(2) L1 orthographic transfer affects a learner’s strategy and mechanism
in L2 memory and retrieval;

(3) L2 learners lack intra-character structural and morphological aware-
ness and the ability to decompose a character into radicals, or even a
word into characters;

(4) radicals (both semantic and phonetic) do not serve as a solid memory
unit in the L2 lexicon; and

(5) multiple information about a character (phonological, orthographic
and semantic representations) is not strongly assembled or associ-
ated in the L2 lexicon.

Limitations

The present study has a number of limitations. First, different test
materials were used for the two groups, and the two sets were not
equally controlled in terms of morphological features, semantic or phono-
logical transparency, familiarity, frequency, complexity, assemblage or
position of the target character in a word. For instance, the target
characters in L1 stimuli tended to have more obvious features as
semantic–phonetic composites, which may have resulted in more
visible intra-character functional awareness among L1 subjects. Practi-
cally, it was difficult to control these features because of the limited
kanji knowledge among the L2 subjects. For instance, a substantial
number of characters introduced at the early stage of kanji learning are
pictographs (e.g. ‘fire’) or ideographs (e.g. ‘under’). Many are com-
posites with semantic and/or phonetic radicals, but a character often does
not have a transparent phonological and/or semantic radical. Thus, L2
learners are not sufficiently exposed to kanji with apparent structural
and morphological features. In addition, the usefulness of morphological
rules is in question in kanji acquisition due to the semi-transparency of
kanji, i.e. a constituent often has little or no relationship to the meaning

88 Writing a Second Language Writing System



or pronunciation of the whole character (Mori & Nagy, 1999). Due to this
imbalance between the two sets of test stimuli, the present study remains
at a descriptive and observational level.

Furthermore, the categorization criteria for error analysis or TOP are
not well established yet since only a few kanji production studies have
been conducted in either L1 or L2 research. The present study adopted
Saito and Shikata’s (1988) categorisation for error analysis, but the classi-
fication of phonetic, semantic, and orthographic errors was not straight-
forward due to the overlapping features of kanji, which may make
interpretations more difficult to read in the analysis.

Pedagogical Implications

From the findings in the present study, some suggestions can be made
for L2 kanji instruction, listed below.

Teaching intra-character rules: The evident lack of decomposability and
intra-character functional awareness observed among L2 subjects raises
the issue of whether or not intra-character rules should be taught expli-
citly in L2 kanji instruction. Rote learning is still widely used in L1 and
L2 kanji instruction (Chan & Nunes, 1998; Tamaoka & Yamada, 2000),
but limited exposure to written texts makes functional or morphological
awareness more difficult in L2 kanji learning. One suggestion to facilitate
understanding of intra-character features is to control the selection and
order of character introduction based on the salient compositional fea-
tures in L2 instruction. For instance, Yamashita and Maru (2000) con-
ducted a survey study to rate the learning difficulty of new characters
with different features. L2 novice subjects rated pictographs (e.g. for
‘tree’) as the easiest, followed by katakana composites (e.g. , which
contain elements already learnt as katakana letters) and semantic compo-
sites (e.g. ‘love’ containing ‘woman’ and ‘child’) as somewhat
easier, and semantic–phonetic composites (e.g. ‘oil’ yu containing
semantic ‘water’ and phonetic yu) as the most difficult. The research-
ers suggested that the order of character introduction should be from pic-
tograph, to katakana composites, semantic composites, and finally,
semantic–phonetic composites, since learning takes place more efficiently
when it is meaningful and related to existing knowledge.

Also, a relatively small number of radicals are in common use.
Tamaoka et al. (2002) found that the top 10 and top 24 radicals accounted
for 34% and 54% of Jooyoo kanji, respectively. It may be motivational and
effective to teach intra-character features with these commonly used rad-
icals. Of course, these suggestions have to be carefully incorporated into
the early stage of L2 Japanese instruction, which may be difficult to
carry out when the curriculum is often based on selected textbooks
with specific grammatical features, vocabulary, and functions.
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Meanwhile, over-reliance on morphological analysis for comprehen-
sion should be warned against, and the validity of morphological analysis
should be attended to (Koda, 2001; Mori, 2002; Mori & Nagy, 1999).

Kanji in context:Due to semi-transparency or multiple readings of kanji,
context may play amore crucial role in kanji comprehension than for other
orthographies. Phonetic and semantic representation is realised only
when a character is embedded in a word, or a word in a sentence. There-
fore, decontextualisation of kanji may even be ineffective and harmful in
kanji instruction. On the other hand, the present study found frequent
compositional errors among L2 subjects, which suggests that L2 subjects
are more likely to recall a kanji compound as a whole unit rather than as
a unit assembling individual constituents, which could function as an
independent unit for comprehension and production. To enhance these
metacognitive and linguistic aspects of learning, for instance when a
new word is introduced with the target character, other compounds
with the target character could be reviewed or introduced simultaneously.
It is important to have a learner compose a compound word and/or a sen-
tence with the target character, or read a short paragraph with the target
character embedded in context. This type of practice may help a learner
strengthen the three linkages between symbol, meaning and sound of a
character in the mental lexicon.

Recognition versus production: One implication of the present study was
a large gap between L2 kanji recognition and production skills based on
the low ratio of correct TOP occurrence (11.4%) among L2 subjects. One
possible approach to enhance kanji production skills is to select high fre-
quency radicals as functional lexical units, and to teach characters as an
assemblage of those radicals rather than of several single strokes. Even
if the radical is semantically or phonetically opaque in a given character,
the knowledge of radicals may help a learner memorise and write charac-
ters more efficiently and precisely.

However, such a gap is noticeable even among L1 subjects, as only
30.5% of L1 TOP responses were correct TOP. Therefore, an important
pedagogical issue here is to develop adequate recognition and production
skills rather than filling the gap between them. One possible approach is
to distinguish groups of kanji characters, some for reading and others for
writing. In this way, learners can possibly focus on a smaller number of
characters for writing with more attention, and be exposed to a greater
number for recognition.

Nowadays computer word processing is becoming a common tool for
Japanese writing and recognition skills are becoming crucial even for
writing. Writing kanji on computers requires converting hiragana letters
to the kanji equivalent by selecting from among several kanji homophone
options. For instance, to type the kanji word , ki ‘tree’, one must first
type the word phonetically in the Latin alphabet: KI. The computer appli-
cation will display the hiragana representation, . The user must then
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select the appropriate kanji for this word from among several homo-
phones, all pronounced ki, such as etc. This process
is completely different from writing kanji by hand, where every stroke
of the character must be memorised and put together precisely, to form
the proper character. In other words, writing kanji on a computer involves
‘recognition’ skills, rather than ‘production’ skills. The approach outlined
above may therefore work from the early stage of kanji instruction
(Chikamatsu, 2003).

The present discussion represents just the initial stage of the investi-
gation of L2 kanji production and the study was limited in design.
However, by looking at the response and error patterns in both native
and non-native readers of Japanese, we have started to understand lear-
ners’ difficulties and the organisation of the mental kanji dictionary. It is
hoped that this information will help us find more effective ways for L2
kanji instruction in the future.
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Note

1. The six categories, so called rikusho bunrui, are:
(1) pictograph ( ) which represents a shape of the object;
(2) ideograph ( ) which expresses a concept such as quantity or quality;
(3) semantic composite ( ) which consists of semantic components;
(4) semantic–phonetic composite ( ) which consists of semantic and phonetic

components;
(5) loan kanji ( ) which adopts the sound but not the meaning of the original

character; and
(6) analogous kanji ( ) which denotes a new meaning related to the original

character.
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Appendix 1

Kanji stimuli

L1 Native stimuli L2 Non-native stimuli

1 26 1 26

2 27 2 27

3 28 3 28

4 29 4 29

5 30 5 30

6 31 (6 ) 31

7 32 7 32

8 33 8 33

9 34 9 34

10 35 10 35

11 36 11 36

12 37 12 37

13 38 13 38

14 39 14 39

15 40 15 40

16 41 16 41

17 42 17 42

18 43 18 43

19 44 19 44

20 45 20 45

21 21

22 22

23 23

24 24

25 25
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Appendix 2

Answer sheets

(Nonnative)

A.

If you cannot write the kanji, please proceed.

B. Circle the shape that you think is the most similar to it.

C. How many strokes do you think it has?
__________

D. Use the space provided on the right side to try to
write it.

E. Write the one that you think it is your best guess.

(Native)

A.

B.

C.
__________

D.

E.
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Chapter 3

The Role of the Phonological
Strategy in Learning to Spell
in English as a Second Language

ANS VAN BERKEL

Introduction

This chapter examines the acquisition of the English spelling system by
Dutch learners during the first years of secondary education. Apparently,
spelling is simply accepted as part and parcel of learning English, as
English language teaching in the Netherlands devotes no systematic
attention to this subject. From the very beginning, learners encounter all
kinds of written forms, without any explanation of phoneme–grapheme
correspondences (PGCs) or rules, and without any information about
regular and exceptional spellings. Neither is instruction given about
adequate spelling strategies or useful methods of learning the written
form of English words by memory. Native speakers of English, who
receive many years of instruction and training in orthography, may
wonder whether L2 learners could ever master English spelling. Interest-
ingly, most Dutch L2 learners do succeed in spelling English words cor-
rectly within a fairly short period of time. The question is how they
manage to learn this complicated system.

When they start to learn English, Dutch L2 learners have a great deal of
experience dealing with written language in their mother tongue. During
primary education, they are taught the spelling system and instructed in
the use of spelling strategies. By the end of primary school, Dutch children
can be considered adult L1 spellers. Probably, in dealing with the written
form of English words, Dutch learners will tend to apply the spelling
skills they use in their mother tongue. To provide an understanding of
what these spelling skills involve, Dutch L1 spelling acquisition will be
discussed briefly, see Learning to Spell in Dutch L1, below. Since this
process cannot be properly understood without at least some knowledge
of the spelling system concerned, the main characteristics of the Dutch
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orthographic system will be introduced first. Having considered the Dutch
system, the chapter will focus on the English spelling system. The two
systems will then be compared in order to provide an impression of the
kind of spelling problems that might be expected. Finally the results of
research concerning L2 spelling acquisition by Dutch learners will be
discussed.

This chapter concentrates solely on the acquisition of spellings corre-
sponding to phonemes; the acquisition of morphological spellings is not
examined.

The Dutch Spelling System

In view of a possible comparison of the Dutch and English orthogra-
phies, I would like to propose the following description. Dutch has an
alphabetical spelling system, using the letters of the Roman alphabet.
This does not mean, however, that the system is exclusively characterised
by correspondence to phonemes. Morphology is also involved. As this
paper focuses primarily on the acquisition of phoneme–grapheme corre-
spondences, morphological spellings will be discussed only briefly. With
morphologically complex words, Dutch spellers need to be aware of
the required spelling of the morphemes, which often means that they
have to ignore the phonological form. Examples can be taken from
the domains of morphology: inflection, compounding and derivation. The
inflected form <hij wordt> (he becomes) is composed of the root morpheme
‘word’ and the inflectionalmorpheme ‘t’. Although only /t/ is realised in the
spoken form /wOrt/, both <d> and <t> must be spelled in <hij wordt>. The
compound ‘postzegel’ (stamp) is pronounced as /pOse:X@l/, which could
cause learners to spell the word as <�possegel>. However, ‘postzegel’ is
made up of the words <post> and <zegel>, and both morphemes must
be written. The affixes <lijk> and <ig> in the derived forms <gevaarlijk>
(dangerous) and <gelukkig> (lucky) are unstressed and pronounced as
/l@k/ and /@X/. Although the schwa usually appears as <e> in written
language, the forms <�gevaarlek> and <�gelukkeg> are unacceptable.
Our final example concerns the fact that voiced consonants in Dutch
become devoiced when they appear in final position, e.g. /hOnt/ occurs
next to /hOnd@/. The forms that occur in the spoken language are not
realised in the written language: <hond>, which is considered the basic
form, is used to spell /hOnt/, and occurs next to <honden>.

For a clear understanding of the system of phoneme–grapheme corre-
spondences, it is important to note that the Dutch lexicon can be roughly
subdivided into words that are originally Dutch and words of foreign
origin, i.e. words adopted from Greek, Latin, French and English.
Borrowed words, especially those of French and English origin, have
largely retained their original pronunciation and spelling. Consequently,
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a considerable number of spellings (albeit in a relatively small portion of
the language) deviate from the spelling system that applies to words of
Dutch origin. This phenomenon, which concerns morphemes as well
as phonemes, results in spellings that can be considered word specific.
Examples include the <a> in ‘tram’ (pronounced as /trEm/), the <a> in
‘baby’ (pronounced /be:bi/), and the <b> in ‘club’ (pronounced as /klYp/).

In much of the non-foreign segment of the lexicon, Dutch PGCs are
transparent. As shown in Table 3.1, short vowels correspond to only
one possible spelling, as do most other vowels (except /a:/, /e:/, /o:/ and
/y:/) and the consonants /h/, /v/, /w/, /z/, /S/ and /�/. These are prime
examples of the alphabetical basis of the Dutch spelling system.

The remaining phonemes correspond to two spellings, the choice of
which is determined by contextual rules. The two main spelling rules are
related to the fact that Dutch has more vowel phonemes than the five
vowel letters of the Roman alphabet. The single letters <a>, <e>, <i>,
<o> and <u> function primarily as the spellings corresponding to the
five short vowels. The spellings of the other vowels are rendered either
by a combination of two different vowel letters (<oe>, <ui>, <ie> and
<eu>), or by doubling the vowel letters (<aa>, <oo>, <ee> and <uu>). In
pre-consonantal position, the phonemes /a:/, /e:/, /o:/ and /y:/ correspond
to double vowel letters: ‘haat’, ‘heet’, ‘boot’ and ‘fuut.’ In open syllable pos-
ition, however, ‘�haaten’, ‘�heeten’, ‘�booten’ and ‘�fuuten’ are not accepta-
ble. Dutch spelling rules call for ‘haten’, ‘heten’, ‘boten’ and ‘futen’ in open
syllable position, and for ‘la’, ‘zo’ and ‘nu’ in word final position. (Final /e:/
is written as <ee>, for example, in ‘zee’ (sea), to prevent confusion with the
schwa in words like ‘ze’ (she).) Consequently, the letters <a>, <e>, <o> and
<u> function not only as the spellings corresponding to short vowels, such
as in ‘lat’, ‘pet’, ‘zot’ and ‘hut’, but also as spelling variants corresponding
to long vowels. The second main spelling rule serves to prevent possible
confusion. In syllable final (but not in word final) position, the consonant
is doubled after short vowels, resulting not only in ‘latten’, ‘petten’,
‘zotten’ and ‘hutten’, but also in ‘zitten’.

The remaining spelling rules are less important. The rule concerning /˛/
applies only to that phoneme: it is written <ng> ‘bang’, except before /k/,
where the spelling is <n> ‘bank’). The phoneme /j/ in post-vocalic position
is written <i>, occurring in <aai> ‘fraai’, <ooi> ‘mooi’ and <oei> ‘foei’.
Post-vocalic <w> is preceded by <u> in <uw> ‘duw’ and in the groups
<eeuw> ‘sneeuw’ and <ieuw> ‘nieuw’.

The Dutch phoneme–grapheme correspondences can be subdivided
into three categories:

(1) Basic: The basic category contains transparent correspondences, such
as <a> in ‘lat’ or <aa> in ‘haat’ that function as the default spelling of
the phonemes concerned.
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Table 3.1 Dutch phoneme–grapheme correspondences (PGCs), sub-
divided into spelling categories

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

Short vowels

/A/ <a> lat

/E/ <e> pet <ai> affaire; <è> carrière;
<ê> enquête; <a> tram

/I/ <i> pit <y> gym

/O/ <o> zot

/Y/ <u> hut

/@/ <e> de <u> museum

Long vowels

/a:/ <aa> haat <a> haten, la

/e:/ <ee> heet,
zee

<e> heten <er> diner; <é> café;
<ai> rails; <a> baby;
<a-e> cake

/i:/ <ie> riet,
rieten, drie

<i> vitrine; <y> type;
<ea> team; <ee> keeper

/o:/ <oo> boot <o> boten, zo <au> auto; <eau> bureau;
<oa> goal; <ow> show

/y:/ <uu> fuut <u> futen, nu

/u:/ <oe> voet,
voeten, koe

<ou> route; <u> computer;
<ew> interview

/�:/ <eu> peut,
peuter, sneu

Diphthongs

/ßy/ <ui> buit,
buiten, bui

<eu> fauteuil

/Au/ <au> heraut; <ou> bout,
kou; <auw> lauw;
<ouw> trouw

/Ei/ <ei> feit; <ij> spijt;
<y> nylon

(continued )
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(2) Contextual: Spellings determined by rules, such as <a> in ‘haten’ or
<kk> in ‘klokken’, belong to the contextual category.

(3) Word-specific: This category consists of spellings of foreign origin
and some historical spellings.

The basic status of spellings, such as <a>, <e>, <i>, corresponding to
short vowels, or of <ie> and <eu> is clear: they are the only non-foreign

Table 3.1 Continued

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

Consonants

/b/ <b> bel <bb> rubber

/d/ <d> daar <dd> redden

/f/ <f> fuif <ff> koffer

/X/ <g> graag <gg> vlaggen <ch> lach

/h/ <h> hout

/j/ <j> jaar <i> mooi <ill> taille; <y> yoghurt;
<i> interview

/k/ <k> klok <kk>klokken <c> conflict; <qu> enquête

/l/ <l> lol <ll> willen

/m/ <m> mam <mm>
remmen

/n/ <n> noen <nn> zonnen

/˛/ <ng> bang <n> bank

/p/ <p> pop <pp> lappen <b> club

/r/ <r> raar <rr> karren

/s/ <s> sis <ss> sissen <c> centrum; <zz> jazz

/t/ <t> tent <tt> motten <th> thee

/v/ <v> vet

/w/ <w> wet <uw> leeuw

/z/ <z> zand <s> visite

/S/ <sj> sjaal <ch> China; <sh> show

/�/ <nj> oranje <gn> champagne
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spellings of the phonemes concerned. In the case of the long vowels, <aa>,
<ee>, <oo> and <uu> are considered default spellings, mainly because
they are the first spellings corresponding to these phonemes when they
are introduced to children. These four spellings belong, therefore, to the
basic category, whereas <a>, <e>, <o> and <u> are considered contextual
spellings.

Aside from spellings of foreign origin, the word-specific category con-
tains a few historical spellings of Dutch origin, namely those of the
diphthongs /Ei/ and /Au/ and the spelling <ch> for /X/. Both diphthongs
are represented by more than one spelling. None of the spelling alterna-
tives, however, can be considered the default, either on the basis of fre-
quency or for didactic reasons. Moreover, the alternatives are not
determined by contextual rules. For that reason, all the spelling variants
of these two phonemes are considered word-specific. The <ch> spelling
is historical and is used in a limited number of words.

Table 3.1 presents the Dutch PGCs, subdivided into the categories
discussed above.

Learning to Spell in Dutch L1

Judging by the teaching methods, the stages of spelling instruction in
Dutch can be described roughly as follows. First, the basic spellings are
presented, and children are trained in using phoneme–grapheme conver-
sion rules. Since nearly all Dutch phonemes can be spelled using such
rules, the phonological strategy appears to be highly suitable. In the next
stage, when words consisting of more than one syllable are introduced,
contextual spelling rules are learned. As discussed earlier, these involve
consonant doubling after a short vowel (‘petten’, ‘rokken’, ‘jassen’, etc.)
and the spelling of long vowels in open syllables (‘weten’, ‘koken’,
‘laden’, etc.). Children shift from the exclusive reliance on sound–letter
relations to the use of spelling patterns as well: they use an orthographic
strategy. Errors occur when spellers continue to use the phonological
strategy, e.g. writing ‘�peten’ instead of ‘petten’, or ‘�weeten’ instead of
‘weten’. Overgeneralisation of rules is another source of errors:
‘�boekken’ instead of ‘boeken’, or ‘�laatten’ instead of ‘laten’.

Subsequently, the speller becomes acquainted with the morphological
spellings, mainly involving the spelling of devoiced consonants in final
position (/hOnt/ spelled as <hond>) and the spelling of inflected forms
(<hij wordt>). In the last years of primary school, morphology becomes
increasingly important.

Although some frequent words with word-specific spellings are taught
early in primary education, most word-specific spellings are introduced
in the final years of primary school. As these are spellings of relatively
low frequency, not determined by rules, children have to learn specific
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words with such spellings by memory. As long as pupils do not know the
spelling of such words, their errors often testify to the use of a phono-
logical strategy. The loan-word ‘baby’, for example, may be spelled as
‘�beebie’, or ‘keeper’ as ‘�kieper’.

In Ellis’ discussion of various stage models of English L1 spelling
development (Ellis, 1994), it becomes clear that most models agree that
two stages have to be distinguished: the alphabetic stage, characterised
by exclusive phoneme–grapheme conversion, and the orthographic
stage, characterised by the use of higher-order condition rules and by
morphological insight. Besides, word-specific knowledge is necessary
from the very beginning to spell words with low-frequency spelling
(Ehri, 1986; Ellis, 1994; Frith, 1985). These stages do not occur only in
the L1 acquisition of English orthography, but also seem to apply to L1
Dutch orthography.

As we can conclude from the discussion above, when children leave
Dutch primary schools at age twelve, they have attained what can be
considered an adult L1 spelling level. They are aware of the different
kinds of correspondence between the spoken and written forms of
words and have mastered various strategies for producing correct
spellings. With known words, they will tend to retrieve the spelling
from their mental lexicon, using a lexical spelling method. With
unknown words, they are likely to use an assembling method, by con-
verting phonemes into graphemes, applying spelling rules or making
use of analogy (Barry, 1994).

Since spelling instruction is lacking in L2 education, Dutch spellers
depend largely on their L1 spelling competence in learning the English
spelling system. This brings us to several questions.

. Firstly, are the L1 spelling strategies, which appear to be related to
the sub-categories of Dutch spelling, adequate in identifying the
characteristics of the English orthographic system? This implies
that the same sub-categorisation can also be found in English. To
clarify this point, I will propose a description of the English spel-
ling system, parallel to that used above for the Dutch spelling
system.

. Secondly, which strategies do Dutch spellers prefer for their task?
Dutch pupils are used to memorising words with foreign spel-
lings. Do they apply that strategy in learning to spell in English?
Do they try to discover rules, thus using an orthographic strategy?
Or do they tend to apply the phonological strategy to English, a
strategy that, as explained, is fairly well suited to learning Dutch
spelling? It is important here to consider the issue of possible
interference from L1 spelling knowledge. These questions will be
discussed later.
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The English Spelling System

Sub-categorising English phoneme–grapheme
correspondences

Like Dutch orthography, the English system consists of spellings corre-
sponding to phonemes on the one hand and morphological spellings on
the other. Before discussing the PGCs, the morphological spellings will
be dealt with briefly. The main characteristic of morphological spellings
is that the written forms remain constant, whereas the spoken forms
may vary (see Carney 1994, Chapter 2). The past tense morpheme <ed>
relates to three spoken forms in ‘worked’, ‘lived’ and ‘landed’. The
word ‘sanity’ contains the written form of the root morpheme, ‘sane’,
which explains why the consonant is not doubled after the short vowel.
In the spoken form of ‘cupboard’, the two compounding words are
hardly recognisable, in contrast to the written form.

One question that arises in examining PGCs is whether the sub-
categories of basic, contextual and word-specific spellings that occur in
Dutch can also be identified in English? If so, which spellings fall into
these respective categories?

As shown in Table 3.2, transparent PGCs seldom occur in English. Only
the phonemes /{/ and /T/ correspond to a single spelling: <a> in ‘cat’ and
<th> in ‘thin’, respectively. We could add some more cases, namely: /e/
corresponding to <e>; stressed /I/ corresponding to <i>; /h/ corresponding

Table 3.2 English phoneme–grapheme correspondences, sub-divided
into spelling categories

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

Short vowels

/{/ <a> cat

/e/ <e> ten <ea> bread; <ie> friend

/I/ <i> pit <ui> build; <y> gym

/‰/ <o> pot <a> wash <ou> cough

/�/ <u> cut <ou> young; <oo> blood;
<o> monk

/V/ <u> push; <oo> book;
<o> wolf

/@/ <e> the

(continued )
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Table 3.2 Continued

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

Long vowels

/A:/ <ar> card <a> fast <ear> heart; <er> clerk;
<al> calm; <au> draught

/i:/ <ee> seem; <ea> team;
<e> he; <e-e> theme;
<ie> field; and others

/O:/ <or> fork; <ore> more; <aw>
law; <oa> broad; <ough>
ought; and others

/Æ:/ <er> her; <ir> girl; <ur> turn;
<or> word; <ear> learn

/ju:/ 5 <u> tulip <u-e> tune;
<ew> few

/u:/ <oo> food; <u> ruler;
<u-e> rule; <ue> blue;
<ou> group; and others

Diphthongs

/eI/ <a> lady <a-e> name;
<ay> day

<ai> rain; <ea> break;
<eigh> eight; <aigh> straight;
<ey> they; and others

/aI/ <i> tidy <i-e> time;
<y> fly;
<ie> tie

<igh> night; <y-e> type;
<eigh> height; <eye> eye

/OI/ <oi> coin <oy> boy

/@V/ <o> cosy <o-e> home;
<ow> show

<oa> coat; <ough> though;
<ou> soul; <ol> folk

/AV/ <ou> house <ow> cow,
down

<ough> plough

/I@/ <ear> ear; <ere> here;
<eer> cheer

/E@/ <are> care; <air> pair; <ear>
wear; <ere> where;
<eir> their

(continued)
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Table 3.2 Continued

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

/V@/ <ure> pure; <oor> poor;
<our> tour

Consonants

/p/ <p> pop <pp> apple

/b/ <b> Bob <bb> hobby

/t/ <t> tent <tt> bottle

/d/ <d> dad <dd>
sudden

/k/ <c> cat; <k>
king; <ck>
back

<ch> school

/g/ <g> grog <gg>
struggle

<gu> guide; <gue> league;
<gh> ghost

/m/ <m> mum <mm>
summer

/n/ <n> noon <nn> funny <kn> know; <gn> gnome

/˛/ <ng> sing <n> think

/f/ <f> fine <ff> coffee,
stuff

<ph> phone; <gh> laugh

/v/ <v> vote <ve> have

/T/ <th> thin,
bath

/D/ <th> this <the>
breathe

/s/ <s> sing <ss>
missing,
glass; <se>
house

<c> cent; <ce> force;
<sc> scene

/z/ <z> zoo;
<s> easy;
<zz> jazz;
<se> please

<ze> freeze

(continued)
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to <h>; and /S/ corresponding to <sh>, in leaving aside the low-frequency,
word-specific spelling variants such as <ie> in ‘friend’, <ui> in ‘build’,
<wh> in ‘whole’ and <ch> in ‘chef’. Apparently, unlike Dutch, English
has hardly any PGCs that can be classified into the basic category solely
on the basis of their uniqueness. That is why the criteria for English
were adapted on the basis of frequency. The frequency counts are taken
from Carney (1994).1 This study, which is based on a body of some
26,000 lemmata, presents both the lexical and the textual frequencies.
Lexical frequency concerns only the frequency of the occurrence of a
certain phoneme’s spelling. Textual frequency refers to the frequency of
the words in which the spelling occurs. Textual frequency will be exam-
ined here since discussion in this chapter is geared towards L2 teaching,
and since, in their early stages of learning, the knowledge of L2 spellers is
likely to consist of high-frequency words.

In adapting the criteria for English, it is useful to take note of the
following, systematically occurring, relationship. Most spelling variants
corresponding to a given phoneme are not only complementary, but
together their coverage amounts to 80% or more. It follows that many
spelling variants are predictable on this basis. The following examples
are cases in point. The spellings <a> ‘later’, <a-e>2 ‘name’ and <ay>

Table 3.2 Continued

Phoneme
Basic

spelling
Contextual
spelling Word-specific spelling

/S/ <sh>
shellfish

<ch> chef

/tS/ <ch>
church

<tch> kitchen,
watch

/dZ/ <j> jam, jeep;
<g> regent;
<ge> change;
<dg> budget;
<dge> bridge

<g> gin, gel

/r/ <r> rain <rr> narrow <wr> wrong

/l/ <l> like <ll> silly, will

/j/ <y> yes

/w/ <w> water (/kw/) <qu>
quarter

<wh> where; <u> suite

/h/ <h> hat <wh> whole
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‘day’, corresponding to /eI/, are distinguished on the basis of their pos-
ition in the word. Together, they cover 83% of the spellings of /eI/. The
choice between <i> ‘hiking’, <i-e> ‘time’, <y> ‘fly’ and <ie> ‘tie’, corre-
sponding to /aI/, is determined – once again – by contextual rules, and
together they cover 80%. The spellings <ou> ‘house’ and <ow> ‘owl’,
‘down’, ‘how’, corresponding to /AV/, are equally distinguishable by
context, and their total coverage is 99%. These examples should serve to
illustrate that, in English, phoneme–grapheme conversions depend
largely on contextual conditions.

Providing that the spelling variants covered at least 80% and
complemented each other, they were subdivided into the basic and con-
textual categories. The most frequent variant was considered the
default, basic spelling. Thus, <o> ‘pot’ and <oi> ‘coin’, for instance, are
categorised as basic spellings of the respective vowels, and <a> (wash)
and <oy> ‘boy’ as the contextual3 ones. The same distinction was made
in the case of consonants. Spellings, such as <b> ‘but’, <p> ‘pot’, <ch>
‘teach’, are considered the basic spellings of the consonants concerned,
whereas <bb> ‘hobby’, <pp> ‘happy’ and <tch> ‘watch’, ‘kitchen’ are
contextual.

In some cases, the categorisation of spelling variants requires more
clarification. Each of the vowels /eI/, /aI/, /@V/ and /ju:/ corresponds to
three spelling variants that follow the same pattern. In open syllable pos-
ition a single vowel letter is used: ‘lady’, ‘tidy’, ‘cosy’ and ‘tulip’. In words
like ‘name’, ‘time’, ‘home’ and ‘tune’, <e> is added in word-final position.
And in word-final position, <ay> ‘day’, <y> ‘fly’,4 <ow> ‘show’ and <ew>
‘few’ occur. One might conclude that each spelling variant occurs in a
specific context and should, therefore, be considered a contextual spel-
ling. However, as the alphabetical names of the single vowel letters
happen to be the same as the vowels in question, these are considered
the default spellings and are categorised as basic.

A different approach to categorisation was taken as regarding the spel-
lings of three consonants, namely /k/, /dZ/ and /z/. For various reasons, it is
not possible to consider any single spelling as the basic one with these
consonants. The phoneme /k/ corresponds to <c> before the letters <a, o,
u> and consonant letters (coverage 59%). It corresponds to <k> before the
letters <e> and <i> and after consonant letters (coverage 21%). After short
vowels, it is represented by <ck> (coverage 6%). If <c> were to be con-
sidered the basic spelling on the basis of frequency, the graphotactic
context of the spelling <k> would be ignored. This is why all three spel-
lings have been placed in the contextual category.

The phoneme /dZ/ is usually written as <g> ‘regent’, ‘gel’, <ge> ‘age’ or
<dge> ‘budget’, ‘bridge’; total coverage 56%. The spelling <j> covers 29%
and only occurs in word initial position ‘jam’, ‘jeep’, ‘Jim’, ‘job’, ‘just’,
where it is the preferred spelling. If <g> were to be considered the basic
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spelling on the basis of frequency, <j> would not be the preferred choice in
word-initial position. All three spellings were classified in the contextual
category.

The phoneme /z/ is generally written as <s> (coverage of 93%). In word
initial position, however, only <z> occurs. In keeping with the approach
to categorisation described above, not only <se> and <zz>, but also <z>
and <s> were considered contextual spellings.

As shown in Table 3.2, several phonemes lack basic and contextual
spellings. These phonemes correspond only to word-specific spellings.
This sub-categorisation is based on the fact that the spelling variants con-
cerned do not meet the conditions outlined above: the different spellings
do not complement each other on the basis of contextual rules. The
frequency criterion does not apply either (none of the spellings reaches
the frequency of 80% which is the minimum for being considered
basic or contextual). It follows, therefore, that all spelling variants must
be considered word-specific. Let us now turn to an example that illus-
trates this point. The main spellings corresponding to /i:/ are <e>
‘Peter’, <e-e> ‘theme’ and final <ee> ‘see’, with a total coverage of
38%. Non-final <ee> ‘seem’ adds another 26%, and <ea> ‘sea’, ‘seam’
covers 25%. Although <e>, <e-e> and final <ee> can be identified on
the basis of context, the total coverage of these spellings is too low to
predict spellings of /i:/.

The spellings discussed in the paragraph above are not the only ones in
the word-specific category. As shown in Table 3.2, most phonemes with
spellings in the basic and contextual categories correspond equally to
one or more low-frequency spellings. For that reason, they were con-
sidered word-specific spellings.

Table 3.2 lists all the English PGCs. Since the textbooks used in the
Netherlands focus primarily on teaching British English RP (Received
Pronunciation), this pronunciation is followed here. Because of the high
number of word-specific spellings in some cases, the number of examples
is limited to five.

The Dutch and English systems: A comparative look

In comparing the Dutch and English systems, the differences stand
out. Although both systems can be subdivided into the same kinds of
spelling categories, the English orthography is likely to be more difficult
to master than the Dutch spelling system for the following reasons:

(1) English has 44 phonemes and Dutch has 36, which explains the
larger discrepancy between the number of phonemes and the avail-
able number of letters of the alphabet. Spellers of English need to
learn more combinations of letters to cover all the phonemes.
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(2) English phonemes correspond to different spellings more often than
in Dutch. Moreover, in a great many cases, they belong to the word-
specific category. In English, spelling by ear will often lead to spel-
ling errors. Spellers not only have to learn more contextual rules,
but they also face the task of memorising more spellings.

Despite these differences, there are several PGCs in both languages that
resemble each other closely. Table 3.3 presents the spellings concerned.
Because all spellings are considered as basic spellings in both English and
Dutch, these spellings will be called basic L1 ¼ L2 spellings, and will be
treated separately in the section on the importance of phonological strategy.

Use of the Phonological Strategy: What Kinds of
Error Occur?

Introduction

If L2 spellers have not stored the written forms of words in their mental
lexicon, they have to produce a possible spelling when asked to write.
They may have identified spelling rules on their own, or may try to
remember analogous forms, thus using an orthographic strategy. It
seems plausible, however, that Dutch beginner L2 spellers will often
rely on a phonological strategy. Evidence that points to the use of this
strategy is usually based on error analysis. Spelling errors, such as
‘�exectly’ (exactly), ‘�privite’ (private), ‘�scolarship’ (scholarship) (Cook,
1997), confirm the relevance of the phonological approach to L2 spelling.
Learners also tend to draw on knowledge of their L1 spelling system in
making errors such as these.

The examples in this and the next section stem mostly from the same
data. These data were collected on two occasions in consecutive years:
the first and second years of secondary school. In total, 173 pupils partici-
pated each year. They wrote 40 familiar words in a spot dictation, 29 of
which were selected for further analysis: ‘about’, ‘answer’, ‘bathroom’,
‘chairs’, ‘cleaning’, ‘clothes’, ‘colour’, ‘cupboard’, ‘desks’, ‘door’, ‘first’,
‘friends’, ‘girls’, ‘hungry’, ‘newspapers’, ‘only’, ‘page’, ‘right’, ‘rulers’,
‘sandwich’, ‘teacher’, ‘their’, ‘three’, ‘watch’, ‘white’, ‘windows’, ‘write’,
‘wrong’, ‘yellow’.

Table 3.3 Basic L1 (English) ¼ L2 (Dutch) spellings

<i> pit <p> pop <m> mum <f> fine <h> hat

<e> pet <b> but <n> noon <v> vote <l> like

<o> pot <t> tent <ng> sing <s> sing <w> water

<d> day
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Three types of error

Three types of error may be distinguished:

(1) L1 errors: based on transfer of L1 phonological knowledge
(2) L2 errors: based on inadequate L2 spelling knowledge
(3) L1 ¼ L2 errors.

L1 errors: Transfer of L1 phonological knowledge

When beginners base their phonological strategy on L1 knowledge,
they tend to model their L2 spellings on L1 spellings. This can result in
two outcomes.

(1) In cases where English phonemes also occur in Dutch, but with
different spellings, the spelling is adapted. The main examples are
/S/ spelled as <sj> ‘�sjoe’/‘shoe’ and /j/ spelled <j> ‘�jello’/‘yellow’.
A special case is presented by the fact that consonant doubling in
Dutch only occurs at the syllable juncture position, not at the end
of words. Thus, words such as ‘miss’ and ‘stuff’ are written as
‘�mis’ and ‘�stuf’.

(2) With new English phonemes that have a near-equivalent in Dutch,
the spelling of the equivalent phoneme is produced.

There are many possible adaptations of English sounds to Dutch pro-
nunciations (Gussenhoven & Broeders, 1976). In cases where the spelling
of the Dutch near-equivalent is different from the English phoneme, spel-
ling errors do occur (see Table 3.4).

Table 3.4 Spelling errors resulting from phonological adaptations

English phoneme Adapted to Dutch phoneme Resulting spelling

/�/ cupboard /A/ lat �capboard

/{/ sandwich /E/ pet �senwich

/V/ book /u:/ voet �boek

/O:/ daughter /O/ zot �doter

/eI/ page /e:/ heet �peech

/@V/ clothes /o:/ boot �cloos

/aI/ white /aj/ waai �waait

/I@/ here /i:r/ hier �hier

/E@/ chair, there /Er/ ver �cher, �ther

/V@/ tour /u:r/ toer �toer

/g/ game /k/ Kees �keem
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A special problem is presented by voiced consonants in final position,
which do not occur in Dutch. A well-known pronunciation error that
Dutch people make is the devoicing of consonants in words like ‘bad’,
‘club’ and ‘dog’; this, in turn, results in spelling errors, such as ‘�bet’,
‘�clup’ and ‘�dok’.

Spellings as those listed in Table 3.4 only occur in the L1 as possible
spellings of a given phoneme or its near Dutch equivalent, and will be
called L1 errors in the research reported below.

L2 errors: Inadequate L2 spelling knowledge

Given that English language teaching in the Netherlands lacks any sys-
tematic instruction regarding the English spelling system, it seems unlikely
that Dutch beginners would have any idea about the conditions underlying
various spelling alternatives, or about the word-specific nature of many
spellings. Thus, if the phonological strategy is based on inadequate L2
knowledge, it will often result in L2 variants that do not fit in the specific
context, e.g. ‘�teatcher’ (‘teacher’; compare to ‘kitchen’) or ‘�roler’ (‘ruler’;
compare to ‘moving’). Spellings that only occur in L2 as possible spellings
of a given phoneme will be called L2 errors below.

L1 ¼ L2 errors

If the speller considers the relation between sound and spelling as a one-
to-one correspondence and higher-level conditions are ignored, it follows
that a vast number of L1 and L2 phonemes have identical spellings. For
the researcher, it is difficult in these cases to determine which language
the chosen spelling was based on. The form ‘�kliening’ offers two examples
of this phenomenon. Although <k> and <ie> are both basic L1 spellings, the
L2 source of the error cannot be excluded, since in English both <k> and
<ie> do occur as possible spellings of the phonemes concerned. Other
examples include ‘�wotch’ (‘watch’; compare to English ‘pot’ and Dutch
‘zot’), ‘�roelers’ (‘rulers’; compare to English ‘shoe’ and Dutch ‘schoen’)
and ‘�frends’ (‘friends’; compare to English ‘ten’ and Dutch ‘pet’). Spellings
that occur in both English and Dutch and represent a given phoneme or its
near equivalent in Dutch will be called L1 ¼ L2 errors below.

Other errors

The three kinds of error discussed above (L1 errors, L2 errors and
L1 ¼ L2 errors) can clearly be interpreted as representing the target
sound based on comparisons with existing spellings in the first or
second language. They can be considered as instances of a phonological
strategy. Not all errors fit into this pattern. There are at least two other
sources of errors made by L2 beginners.

(1) One of the problems in learning spelling in one’s mother tongue is
that of mastering the letter forms. As English and Dutch use the
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same script (the Roman alphabet), this aspect of L2 spelling acqui-
sition presents no problems. New combinations of letters, however,
can give rise to difficulties. Table 3.5 lists most of the new letter com-
binations, accompanied by examples of spelling errors.

Such errors cannot be interpreted as caused by phonological adap-
tation or confusion of possible spellings. They cannot be categorised
as errors due to the use of a phonological strategy. An analysis in
terms of substitution, omission, reversal and insertion would prob-
ably be more suitable to handle them. Incidentally, such errors are
not limited to new letter combinations. We also find for example
‘�freinds’ (friends), ‘�hose’ (house), ‘�rhoulers’ (rulers), ‘�whitdose’
(windows) and ‘�whong’ (wrong).

(2) With phonemes that have no near equivalent in Dutch, learners are
likely to represent the sounds roughly by inventing a spelling.
Table 3.6 presents some examples.

Table 3.5 New letter combinations with spelling errors

New combination Word Error

<ai> chair �chiar

<ea> cleaning �claening, �claning

<oa> coat �caot

<ow> windows �windous, �windouws

<ew> newspaper �neuwspaper

<th> bathroom; clothes �bahtroom; �clohtes

<gh> eight; right �eicht; �richth, �rihgt, �rigt,
�richt

<tch> kitchen �kithen, �kitcen, �cithcen

<wh> white �with, �whiht, �wihte, �withe

Table 3.6 Invented spellings

English phoneme Phonological adaptation Resulting spelling

/T/ bathroom /s/ �badsroom

/D/ clothes /d/, /s/ �clodes, �cloos

/tS/ chairs /tj/, /sj/ �tjers, �sjers

/dZ/ page /ts/ �peats
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The above examples could be accepted as unsuccessful attempts
at producing a correct spelling by the use of a phonological strategy.
Other examples, however, are not that clear. Consider for example
‘�baddroom’ (bathroom); ‘�clotts’, ‘�clowts’ (clothes); �trers (chairs)
or ‘�peeth’ (page). In the data to be discussed below, there appeared
to be many such errors that cannot be clearly interpreted as based on
a phonological strategy.

How Important is the Phonological Strategy?

The remaining discussion in this chapter will present two kinds of evi-
dence that support the use of a phonological strategy: (1) error analysis
(see below); and (2) the orthographic model presented earlier. This last
approach will make clear that at first Dutch learners prefer a phonological
strategy, but after a while they make equal use of an orthographic strategy
(see below).

The results of error analysis

How important is the phonological strategy and what role does the
mother tongue play in the first stage of spelling acquisition? To answer
these questions, the data, already presented above, were collected. In
the first and second years of secondary school, 173 pupils wrote familiar
words in a spot dictation, 29 of which were selected for further analysis.
Each error that occurred was counted separately. The form ‘�rhoulers’
(‘rulers’) for example contains two errors: <�rh> and <�ou>.

In the first year, the mean error rate was 10.94 (standard deviation 7.6).
In the second year, the mean decreased to 7.05 (sd 5.3). In order to study
the importance of a phonological strategy, the errors were at first divided
into two main categories.

(1) The first category consists of L1 errors, L2 errors and L1 ¼ L2 errors
taken together. They are referred to as PGC errors in Table 3.7.

(2) The second category comprises all the other errors, including those
discussed in section Other errors. The common factor to these
errors is that they cannot be clearly interpreted as based on a phono-
logical strategy. They are referred to as ‘other errors’ in Table 3.7.

Table 3.7 PGC and other errors

PGC errors Other errors

Year 1 (n ¼ 173) 5.83 (4.19) 5.11 (4.08)

Year 2 (n ¼ 173) 4.62 (3.25) 2.43 (2.56)
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Table 3.7 presents the mean number of PGC errors and other errors (out of
29 words; standard deviations in brackets).

In the first year the difference between the number of PGC errors and
other errors, although small, was significant (t ¼ 3.13; df ¼ 172; p , 0.01),
and it was significant in the second year as well (t ¼ 11.78; df ¼ 172;
p , 0.01). Thus, the results show that in cases of doubt, L2 learners are
usually able to choose a spelling that could possibly correspond to the
phoneme in question. It would seem then that L2 learners do indeed
use a phonological strategy. In order to evaluate the role of the first
language in spelling properly, the PGC errors were divided into three
sub-categories: L2 errors, L1 errors and L1 ¼ L2 errors. (In the remainder
of this discussion, the ‘other errors’ will be left out of consideration.)
Table 3.8 presents the mean results for these three sub-categories (stan-
dard deviation in brackets).

Since it is impossible to draw any conclusions from L1 ¼ L2 errors con-
cerning the specific use of L1 or L2 knowledge, those errors were not
included in the analysis of the results. In both the first and second
years, the difference between the number of L2 errors and L1 errors
appeared to be significant (first year: t ¼ 211.49; df ¼ 172; p , 0.01,
second year: t ¼ 216.14; df ¼ 172; p , 0.01). Thus, in conclusion, it can
be said that Dutch L2 learners prefer English spelling variants to Dutch
spellings.

The results outlined so far can be summarised as follows. In the first
two years of secondary school, Dutch learners use a phonological strategy
to overcome their lack of spelling knowledge. As they prefer the English
PGCs to the Dutch ones, L1 transfer does not appear to play a very
important role. Although these results seem to provide sufficient evidence
of a phonological strategy in L2 spelling, I am not all that convinced of the
relevance of this result. The main point to remember here is that the pho-
nological strategy discussed so far has only been demonstrated on the
basis of errors. By the same token, we could draw an entirely different
conclusion, namely that a phonological strategy leads to spelling errors!
The question is: does this strategy also contribute to the acquisition of
the English spelling system? I will try to answer this question in the
next section.

Table 3.8 Errors subdivided into L2, L1 and L1 ¼ L2 errors

L2 errors L1 errors L1 ¼ L2 errors

Year 1 (n ¼ 173) 2.91 (2.14) 1.04 (1.39) 1.87 (1.78)

Year 2 (n ¼ 173) 2.64 (1.85) 0.44 (0.74) 1.55 (1.54)
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The acquisition of spelling categories

In the research discussed so far, L2 written products were studied
from the perspective of errors, which show us what learners cannot
do. Another way of examining the learning process is to take account
of what learners can do, that is, to consider the number of correct
answers. The question concerning the importance of the phonological
strategy could then be reformulated as follows: to what extent can L2
spelling be explained on the basis of a phonological strategy? And
what does L1 knowledge contribute? In order to answer the latter ques-
tion, the basic category was divided into two sub-categories. The basic
L1 ¼ L2 category contains spellings that are also basic spellings in
Dutch (see Table 3.3). The basic L2 category contains the remaining
basic spellings, which are L2 specific.

In a previous study (Van Berkel, 1999; Van Berkel, 2004), I was able to
demonstrate that, by the end of the first year of study, L2 spelling compe-
tence clearly depends on spelling categories. Few errors were made in the
basic L1 ¼ L2 category, followed by the basic L2 category. Contextual
spellings caused more errors, but most errors occurred in the word-
specific category. These outcomes applied to pupils across levels, the
only exception being the group of the most talented learners whose
results showed no difference between basic L2 and contextual categories.
Thus it appears that a higher level of proficiency results in higher scores
for the contextual category. One could conclude that good L2 spellers
benefit over time from orthographic structure and begin to apply an
orthographic strategy. In the research discussed in this paper, it was
hypothesised that this tendency also occurs among less talented learners,
provided that they are tested later in their development. So, to test this
hypothesis, the data were gathered among average learners, who were
tested at the end of their first and second years of secondary school.

The following hypotheses were formulated based on the fact that fre-
quency and orthographic conditions were the main criteria for categoris-
ation of the English spelling system.

(1) Given the high frequency and resemblance to Dutch, the results for
the basic L1 ¼ L2 category were expected to be very good. These
spellings are prime examples of how Dutch learners might spell by
ear without encountering any spelling problems.

(2) Given the high frequency and the unambiguous correspondence of
the basic L2 category, this category was expected to have the
lowest error rate as compared to the other specific English categories.

(3) Since contextual spellings occur less frequently, this category was
expected to show lower scores than the basic L2 category in the
first year of spelling acquisition. In the second year, however, L2 lear-
ners were expected to have identified orthographic regularities and
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to show no difference in results between the basic L1 ¼ L2 category
and the contextual category. In both years, the contextual category
would lead to better results than the word-specific category.

(4) Because of their low frequency, word-specific spellings were
expected to show the lowest scores.

To obtain a detailed overview of the pupils’ spelling competence, the
PGCs in the dictated words were sub-divided into spelling categories
(see Table 3.2 for the sub-categorisation). There were 46 spellings in the
basic L1 ¼ L2 category; 24 in the basic L2 category; 18 in the contextual
category; and 17 in the word-specific category. Leaving aside the morpho-
logical <s> in ‘chairs’ and <ing> in ‘cleaning’, Table 3.9 presents some
examples.

The analysis of pupils’ responses differs completely from the method
of error analysis presented above. Whenever an error occurs, the PGC
concerned is crossed out, without interpretation of the error in terms of
L1, L2 or other source. As can be seen in Table 3.10, PGCs may provoke
various kinds of error, but all errors are treated alike when they concern
the same PGC.

To gain insight into the learners’ spelling competence, the correct PGCs
per spelling category were totalled. The number of correct spellings per
category was calculated for each year. The mean scores (in absolute
values and in percentages) are presented in Table 3.11 (standard deviation
in brackets).

The results were entered into a two-factor analysis of variance after
the values of the scores on the basic L2, contextual and word-specific
categories had been transformed proportionally to match the scores
on the basic L1 ¼ L2 category (to a maximum of 46). Effects were
found for both ‘category’ (F(3,516) ¼ 185.51; p , 0.01) and ‘year’
(F(1,172) ¼ 121.05; p , 0.01). The interaction was also significant
(F(3,516) ¼ 40.91; p , 0.01). Post hoc tests (Bonferroni method) showed
that in both the first and second years, the four mean scores were sig-
nificantly different. As Table 3.11 indicates, the scores for first-year
pupils followed expectations. The best results were achieved in the

Table 3.9 Examples of the dictation words subdivided into spelling
categories

Basic, L1 ¼ L2 Basic, L2 Contextual Word-specific

chairs ch air

cleaning l, n c ea

white t i-e wh
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basic L1 ¼ L2 category, followed by the basic L2 category, and by the con-
textual category. The word-specific spellings resulted in the lowest per-
formance. In the second year, the scores improved in each category. It is
important to note, however, that the results present a different picture.
Although the scores on the basic L1 ¼ L2 spellings were still the highest
and the scores on the word-specific spellings the lowest, performance in
the contextual category was better than it was in the basic L2 category,
that is, better than predicted. It can be concluded, therefore, that over
time all L2 spellers begin to learn rule-governed patterns. Apparently,
they gain competence in applying an orthographic strategy.

Conclusion

In order to gain insight into the importance of the phonological strategy
in learning the English spelling, the same data were analysed in two
different ways. Error analysis made clear that Dutch beginners do use a
phonological strategy, mainly based on L2 knowledge. However, a large
part of the data (the ‘other errors’) had to be left out of consideration
because these errors could not be clearly ascribed to the phonological
strategy. The second method is not based on the analysis of errors. It
takes the correct answers into account, sub-divided into spelling cat-
egories. In this approach no data have to be left out of consideration.
With this method it is possible to gain more interesting results than in
the first approach. It appeared that at first Dutch learners prefer a phono-
logical strategy, but that after a while they equally use an orthographic
strategy.

As in the first year of study, the results for the basic L2 category were
better than for the other L2 categories, it was suggested that these results
were due to the phonological strategy, because this strategy is highly suit-
able for spelling the basic spellings. In the second year of study the results
for the contextual category improved, which led to the idea that the ortho-
graphic strategy had become more and more important, because only this
strategy seems appropriate to spell contextual spellings. If this inter-
pretation of the results is accepted, it means that English L2 spelling

Table 3.11 Results per spelling category

Basic, L1 ¼ L2
(max ¼ 46)

Basic, L2
(max ¼ 24)

Contextual
(max ¼ 18)

Word-specific
(max ¼ 17)

Year 1
(n ¼ 173)

43.93 (2.65)
0.96 (0.06)

21.31 (2.08)
0.89 (0.09)

15.32 (2.29)
0.85 (0.13)

13.53 (2.58)
0.80 (0.15)

Year 2
(n ¼ 173)

44.98 (1.30)
0.98 (0.03)

21.95 (1.68)
0.91 (0.07)

17.09 (1.18)
0.95 (0.07)

15.01 (1.77)
0.88 (0.10)

Learning to Spell in English as a Second Language 119



acquisition by Dutch learners follows the same sequence as the L1 acqui-
sition of both the Dutch and the English spelling systems: in each learning
process the use of the phonological strategy precedes the use of the ortho-
graphic strategy. However, this is not the only possible interpretation of
the results.

Given the fact that instruction plays an important role in L1 spelling
acquisition, whereas it is lacking in the L2 situation, one might wonder
why the basic L2 spellings are mastered first and the contextual spellings
afterwards. Or, why the phonological strategy is preferred first and the
orthographic strategy is used only later, although Dutch spellers are
used to both strategies in their L1. Taking the hypotheses formulated in
the section on acquisition of spelling categories into account, it becomes
clear that the acquisition of the various categories may be governed by
frequency. That means that the reason for the basic L2 spellings being
mastered before the contextual ones is not that the phonological strategy
is preferred in the first stage of acquisition, but that the basic L2 spellings
are the more frequent ones.

Notes

1. Carney’s frequency counts (1994) also include spellings which must be con-
sidered morphological, and which consequently fall beyond the scope of this
study. The most important examples concern: the schwa and unstressed /I/ in
affixes (such as ‘-ion’, ‘-tion’), <y>, <age>, <be>; consonant doubling as a
result of affixing, such as <cc> in ’account’, or <pp> in appointment; and the
spelling of consonants in affixes, such as /S/ in ‘station’, /tS/ in ‘adventure’
and /j/ in ‘opinion’.

2. In comparing the words <cat> with <Kate>, just like <them> with <theme>,
<Tim> with <time>, <hop> with <hope> and <cut> with <cute>, it becomes
clear that in words such as ‘Kate’, ‘theme’, ‘time’, ‘hope’ and ‘cute’ final <e>
is part of the spelling of the preceding vowel. These spellings will be noted
as <a-e>, <e-e>, <i-e>, <o-e> and <u-e> respectively.

3. Due to a lack of space, the English spelling rules will not be listed in this paper.
An extensive treatment of main and local rules can be found for example in
Venezky (1970, 1999) and Carney (1994).

4. The spellings <y> and <ie> alternate in that position. Carney (1994) postulates a
‘three letter rule’, according to which words with less than three letters are
avoided in English. Compare <ie> in ‘tie’, ‘pie’, ‘lie’ with <y> in ‘fly’, ‘dry’,
‘spy’ (function words are excluded).

5. Following Hanna et al. (1966) as well as Carney (1994), /ju:/ and /u:/ are treated
as two different items. Taking /ju:/ as one item, the spelling becomes fairly pre-
dictable: <u>, <u-e> and <ew> together cover over 80%. The figures for single
/u:/ are as follows: taken together, <u>, <u-e> and <ue> cover 27%, and <oo>
covers 39%. Since these spellings do not complement each other, and the fre-
quency criterion does not apply, all /u:/ spellings are considered word-specific.
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Chapter 4

Orthographic Knowledge and First
Language Reading: Evidence from
Single Word Dictation from Chinese
and Malaysian Users of English as a
Foreign Language

MICK RANDALL

In this chapter we will examine the contribution that an analysis of
dictation errors to targeted English words can make to an understanding
of the orthographic knowledge of students of English as a Foreign
Language (EFL). We shall report on two studies with Chinese1 and
Bahasa Malayu (BM) first language students, which were conducted to
find out whether there are differences in the orthographic knowledge of
these two groups as exemplified by the spelling errors which they
made to selected word targets embedded in sentence contexts. As we
shall argue below, in terms of language (phonological and syntactic)
structure, BM and Chinese are highly similar. Thus, if orthographic
errors are due to language structure, then speakers of both languages
might be expected to produce similar spelling errors. However, in terms
of writing system, BM and Chinese are quite different, with the former
being written in the Roman alphabet with highly regular grapheme-to-
phoneme conversion rules and the latter in a logographic (character)
system which arguably does not require any phonological mediation to
access word meanings. If the habits induced by first language reading/
word recognition in these two highly differentiated scriptal systems
have an effect on the way that these subjects approach recognising and
storing words in English, then it is hypothesised that these differences
will be discernible in the orthographic knowledge of the students and
the types of error that they make in single word dictation tasks.

Two studies are reported here. One is of Malaysian secondary school
students of mixed race (i.e. they had all been educated through the
medium of BM yet were of different ethnic and first language
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backgrounds). The other study is of two entirely separate groups; a group
of mainland Chinese (People’s Republic of China or PRC) scholars in
Singapore and a group of Malay-only students from a prestigious second-
ary school in Malaysia.

Theoretical Background

The relationship between dictation errors, orthographic knowledge
and word recognition

It may seem odd at first sight to use dictation errors to try to draw con-
clusions about reading in different scripts. Traditionally, within first
language pedagogies, dictation is viewed as a means of testing spelling
knowledge, a sub-skill of writing. Within communicative second
language learning (CLL) pedagogies, dictation is currently viewed as a
way of training listening and understanding; the focus of attention has
moved away from the micro-productive writing sub-skill to the more
macro-receptive language skills of listening and comprehending.
Indeed, as a classroom practice, modern CLL pedagogy views individual
word dictation in a very poor light as the processes involved in word
dictation bear little resemblance to real world communication. Such
views are understandable if dictation is viewed as an exercise designed
to increase oral competence in the language – one of the central goals
of CLL. However, in this chapter, we shall be using single word dictation
as an indicator of word knowledge, not of listening or phonological
processing accuracy.

Whilst the effects of first language phonology must be borne in mind
when looking at the errors generated, dictation errors can be used to
examine the word knowledge of different users of English as L2 (we
shall adopt here the term ‘user’ rather than ‘speaker’, see Cook, 1997).
Figure 4.1 represents a general model of the cognitive processes involved
in writing down an individual word dictated in a sentence context (an
adaptation of Seidenberg and McClelland’s (1989) ‘triangle model’ as
presented in Adams, 1990).

In order to convert the sounds (phonemes) into letters (graphemes) the
listener will have information both from the incoming speech signal and
the ongoing sentence context with which to determine the actual written
form of the word. In this model, there is a general interaction between
four different processors: the phonological processor, which works on
the incoming speech signal; the orthographic processor, which works
on the written form of the language; the context processor, which pro-
vides information about the context within which the word appears;
and the meaning processor, into which all the other processors feed.
The phonological and orthographic processors will have access to
information about the knowledge of the language possessed by the
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user. Under current parallel distributed processing (PDP) models of
lexical recognition (for further discussion of PDPmodels and word recog-
nition see van Heuven’s chapter in this volume), each of these ‘inputs’
feeds information to, and receives positive and negative feedback from,
the meaning processor, until a certain level of activation is reached and
the word is selected. In addition, there is a similar two-way feedback
exchange between the phonological and orthographic processors which
may lead to direct word recognition without necessarily accessing the
meaning system. To the degree to which such models also form the basis
of processes involved in reading aloud, it is clear that both reading and
writing need to employ some sort of orthographic processor for successful
operation. Thus errors in output (spelling errors) will provide us with
information about the orthographic knowledge of the student, knowledge
which is equally used for word recognition and reading.

Figure 4.1 Model of cognitive processes involved in dictation

124 Writing a Second Language Writing System



The technique of using targeted dictated words is one that has been
used by Kibbel and Miles (1994) to investigate the orthographic knowl-
edge of British dyslexic children. The studies in this chapter aim to use
this general model of lexical access and the techniques employed by
Kibbel and Miles to examine the orthographic knowledge of L1 Chinese
and L1 Malay users of English as L2 through the analysis of errors to
specified target words.

Dual route theories of lexical access

There is a large body of evidence from psychology andword recognition
studies with bothwords and non-words, that English L1 users utilise both a
non-lexical route and a lexical route to word recognition and production.
These models, further refined in ‘cascaded’ dual route models (DRC)
(Coltheart et al., 2001; Patterson & Morton, 1985), identify the mechanisms
by which L1 English users can convert the printed language into spoken
output, i.e. reading aloud (see the introduction of this volume for a discus-
sion of dual-route models). If such a mechanism is available for reading
aloud, it should also be available for the reverse, for converting spoken
into written language, i.e. dictation. A model of how such a dual route
system might operate in a dictation task in given in Figure 4.2.

The non-lexical route describes the way that language users can
‘mechanically’ convert the sounds into graphemes and vice versa. The
non-lexical route is here shown as consisting of two sub-systems. One is
a grapheme–phoneme conversion mechanism (simply matching sounds
onto letters) and the other is a ‘body’ sub-system (which utilises orthogra-
phical and phonological rhymes). Thus, this analytical route can either
work serially through a word, converting phonemes into graphemes
(when performing a dictation), or it can recognise whole ‘chunks’ made
up of letters (rhymes) and assemble the syllable/word from the initial
sound plus a chunk consisting of the peak and coda as a single element.
This continuum from serial phonological assembly process, through
onset/rhyme strategies and whole word phonology has been characterised
as ‘psycholinguistic grain size’ by Goswami et al. (2001), who suggest that
different languages use different psycholinguistic grain sizes.

In contrast, the lexical route consists of recognising words directly from
their overall phonological shape, and then converting them into visual
‘logogens’. A logogen is an ‘evidence-collecting device with a threshold’
(Coltheart et al., 2001). Each word in a lexicon has a logogen which
has a resting threshold depending on factors such as its frequency in
the language. As information comes in from various sources (both the
senses and other parts of the model such as the semantic system),
the logogen becomes more activated until its threshold is activated. In
the model as portrayed here, it is suggested that orthography can be
accessed via a non-semantic route though the activation of visual
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logogens – stored whole-word images of lexical items. In fact, neither of
these routes would operate in total isolation and information will be
constantly interchanged between the non-lexical and lexical routes.

However, it is arguable that such a dual route approach to lexical access
may be specific to L1 English users and be closely related to the complex
orthographic system employed in English. In fact, the stable search
patterns of visual arrays found with L1 English users have been found
to be different with users of English with other first languages: Randall
and Meara (1988) for example found that Arabic L2 users of English pro-
duced patterns quite different from those of L1 English users, as did BM
users (Randall, 1991); so too, lexical access models may be quite different
with users of English with other first languages. It is highly probable that
the structure of the first language, in particular the orthographic structure,
will play a central role in the cognitive processes used for word recog-
nition and these processes will be reflected in the processes of written
output which will be discernible in the errors produced by L2 users of
English through dictation.

Figure 4.2 An adaptation of the DRC model of reading for dictation
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Linguistic and orthographic properties of Chinese and
Bahasa Malayu

Koda (1996) argues that L2 reading processes are likely to be heavily
influenced by, among other things:

. the similarity or dissimilarity between the language structure of the
first and second language;

. the ‘orthographic distance’ between the two (the degree to which the
two writing systems use similar scripts and/or levels of ortho-
graphic transparency);

. the transfer of processing experience from the first to the second
language (Koda, 1996: 453).

In all these respects, Chinese and Bahasa Malayu are interesting
languages as compared with English.

In terms of phonology, the two languages share a number of features
which are quite different from English. Both languages have a relatively
simple syllable structure as compared to English. BM has basically a
CV or CVC syllable structure, with lexical items consisting of two sylla-
bles, and few consonant clusters, apart from a few loan words, none
occurring in syllable/word final positions. Chinese is similar. In both
Cantonese (the dialect largely used by the students in Study 1) and
Mandarin (the dialect used by all the subjects in Study 2) all words are
monosyllabic and most syllables are open, with only a restricted range
of sounds (nasals) which can appear in the coda in Mandarin plus some
stop consonants in Cantonese. Apart from the approximants that can
follow the initial consonant in Mandarin, neither dialect has initial or
final consonant clusters (Deterding & Poesjosoedarmo, 1998). In terms
of vowels, both of the Chinese dialects and BM have a very different
vowel system from English. Perhaps the most important difference is
that neither of them uses vowel length as a distinctive phonemic feature
and both have single vowels in areas where English makes more than
one contrast (e.g. the front vowels /{/ and /e/ in English are represented
by a single-vowel phoneme /e/ in BM and the two Chinese dialects).
Thus, if the errors made by students were being fed by the phonological
features of the respective first languages, we could expect both sets of stu-
dents to produce similar errors. We would expect:

. problems with clusters;

. problems with short and long vowel distinctions;

. problems with substitution of certain vowels.

Allied to the problem of clusters, final clusters in English play an
important syntactical role, with the last consonant often being an inflec-
tional morpheme, indicating past tense, plurality or person (in the
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present simple). Neither Chinese nor BM has any inflectional suffixes and
neither do they mark plurality or tense by lexical affixation. Thus, arguing
from a hypothesis which attributes errors to differences in syntactic struc-
ture, we would expect L1 users of both languages to produce similar error
patterns to inflectionally modified English words.

In the second area for comparison between the languages, that of ortho-
graphic distance, we would expect to find a great deal of difference
between L1 Chinese/L2 English users and L1 BM-L2 English users.
Chinese has a logographic writing system where each character rep-
resents a separate semantic/lexical unit. Whilst there are studies which
purport to show that phonology does play a part in character recognition
in Chinese (Tan & Perfetti, 1998), the role that a serial phonological assem-
bly route plays in character recognition, as against direct visual recog-
nition, is much lower in Chinese than in an alphabetic language. In fact,
it has been suggested that the Seidenberg and McClelland (1989) ‘triangle
model’ of word recognition represented in Figure 4.1 may well become a
‘hub and spoke’ model in Chinese, with the meaning processor being the
‘hub’ and the orthographic, phonological and context processors acting as
‘spokes’, with access to the phonological form from the orthography and
vice versa being solely through the meaning processor. Thus, Chinese and
English would appear to be as distant in their orthographies as it is poss-
ible to get.

BM, on the other hand, in using an alphabetic script, would appear to
bemuch closer to English. However, this apparent similarity (the use of an
alphabetic system) is perhaps more apparent than real. A reader in BM,
with its highly consistent grapheme–phoneme relationships (an ortho-
graphically highly regular language), will have no need to use a whole-
word route to gain lexical access; a phonological assembly route will
always produce successful lexical access. However, use of the phonologi-
cal route alone will not always produce successful word recognition in
English. Thus the necessity for the dual route model of lexical access,
and the reading problems which derive from the loss or partial loss of
the whole-word access route in aphasics (surface dyslexia).

If we consider the major distance between the scripts to be measured in
terms of the use of logographic as against alphabetic principles, BM
would appear to be closer to English than Chinese. If this is the case,
we might then expect the Chinese L1 readers to make more errors than
their BM L1 counterparts (the argument presented by Muljani et al., 1998).

However, if we consider the third area for consideration, transfer of
experience from L1 to L2 reading, the position is less clear cut. From
the above discussion of word recognition procedures in Chinese, it
would seem that the most likely process is that of holistic character recog-
nition. It would thus seem sensible to assume that Chinese L1 readers
would bring similar procedures to bear on word recognition in English.
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Therefore, they would be expected to favour whole-word, lexical
approaches to word recognition in English. Readers familiar with BM,
in contrast, are more likely to transfer a non-lexical, phonological assem-
bly process. One of the hypotheses that instigated this research is that the
use of a whole-word lexical access approach would enhance the recog-
nition of less phonologically ‘transparent’ words, i.e. words that do not
use simple grapheme-to-phoneme correspondences but rely on more
complex rhyme-based orthographic patterns. Thus, L1 Chinese readers
might be expected to make less errors with these words than L1 BM
readers.

In addition to the transfer of experience from reading in the first
language to reading in the second, we also need to take into account
the effect of the transfer of literacy training from L1 reading to L2
reading. Whilst initial literacy instruction in the L1 contains activities to
enhance basic word recognition strategies, such training almost never
happens in L2 reading. We have already discussed the difference in pho-
nological syllable structure between BM and English and the difficulty
that this might place on the recognition of clusters and of syllable-final
clusters in particular. Although BM has an alphabetic writing system, it
is quite possible that it uses a syllabic process based on its very regular
CVCV structure. Thus words in BM would be processed as successive
CVþCV syllables. There is good evidence from discussions with teachers
that initial approaches to literacy in BM capitalise on this regularity, and
that initial word building involves recognition of the consonant plus the
vowel as a unit (e.g. recognising <bi>, <be>, <ba>, <bu>, <bo> as units)
and not the individual phoneme blending approach used in much
initial literacy teaching in L1 English contexts (/b/þ /{/þ /t/). Therefore,
we might expect a transfer of training effect in BM speakers which
militates against the recognition and retention of final clusters, thus
leading to a greater number of mistakes in this area amongst L1 BM
users of English.

Study 1

The dictation procedure

As indicated above, both studies in this chapter followed a procedure
similar to that used by Kibbel andMiles (1994). In that study, single words
were dictated to students, followed by a sentence frame including the
target word, followed by a repetition of the target word which the stu-
dents were then asked to write down. The sentence frame in the Kibble
and Miles study was largely to disambiguate homophones such as
<brake>/<break> as the L1 English children would be expected to have
an oral knowledge of all the words used. In the two studies in this
paper, the role of the sentence frames was to try to eliminate, as far as
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possible, the effects of single word ‘listening discrimination’, i.e. the sen-
tence frame was included to illustrate the meaning of the word, to allow
the students to access a word from its meaning as well as its phonological
form. We were primarily interested in the students’ knowledge of known
words rather than their ability to operate non-lexical phoneme-to-
grapheme conversion principles.

In the first study with Secondary 1 students, the test was administered
by trainee English language teachers studying in the UK, but back in
Malaysia for teaching practice. They were not L1 English users but L1
BM users with a variety of English which has been characterised as meso-
lectal English of Malaysia and Singapore (Brown, 1986). Of particular
interest to this study, their variety of English possessed certain crucial
L1 transfer features such as simplification of final clusters, which we
have noted above as differences between BM and English phonology.

The target words

In the Kibbel and Miles study, as the children were all native English
speakers, oral word knowledge of real words could be assumed, and, in
addition to probing the children’s orthographic knowledge for real
words, the study also involved their emerging orthographic knowledge
with pseudo-word targets. However, in studies involving L2 users, use
of pseudo-words is highly problematic, and indeed the selection of
target words in terms of familiarity is also problematic. It can be argued
that a real word which is unknown to a student is, in fact, equivalent to
a pseudo-word or non-word to a L1 English user. As we are primarily
interested in their knowledge of ‘real words’ in this study, the students
were asked to also indicate after each word whether or not it was a
word they knew, thus providing a check that we were gathering infor-
mation about the way that known words were stored in their lexicon,
rather than their knowledge of phonological assembly with non-word
stimuli.

Similarly, research with L2 English users also has difficulty with the
issue of word familiarity when selecting stimuli. With L1 English users
it can be assumed that most relatively frequent words will be known
orally by the children and that the task is therefore one of knowing if
they know the written form. In the Muljani et al. (1998) study, where the
focus was on gross effects of frequency and response latency, it was poss-
ible to select high frequency and low frequency words for study.
However, the degree to which word frequency as measured by large
corpus-based studies relates to ESL learner familiarity is not necessarily
straightforward. As, in our studies, we were interested in words having
different orthographic and morphological properties, it was not possible
to control for word frequency. However, an attempt was made to allow
for the effects of word familiarity. In the first study, the words were all
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taken from the list of words included in the Malaysian primary school
syllabus.

In the first study, the words were grouped according to orthographical
transparency. Thus words with less regular orthography such as <sharp>
or <make> (‘Rhyme’ words) were contrasted with words with more trans-
parent orthography such as <bag> or <crash> (Phonological, or ‘Phon’
words). The other factor examined in this first study was the effect of syl-
lable structure, and, in particular, the presence of consonant clusters in the
onset and coda of syllables. These targets were further sub-divided into
those clusters in the coda which were part of the root word (e.g.
<mist>, <land>) and those which consisted of a root word plus a mor-
pheme (e.g. <missed>, <planned>). Thus, the words were grouped
according to increasingly complex syllable structure (varying the
number of consonants in initial and final syllable positions) and the
degree of orthographic transparency (phon versus rhyme). In the final
three categories, similar final clusters were differentiated according to
whether the cluster contained an inflectional morpheme (+ infl). The cat-
egories of words used and examples of the target words and their sen-
tence contexts are given in Table 4.1.

The subjects

Two Secondary 1 classes (12–13-year-old students) from provincial
secondary schools in different parts of Malaysia were used. They were
native speakers of BM, Chinese (largely Cantonese) or Tamil, but they
had all been educated through the medium of BM and had all learnt
BM as their first writing system. No data were collected on the degree

Table 4.1 Examples of targets and sentence contexts for Study 1

Type Target Sentence context

1 CVC (phon) top They were sitting on top of the hill.

2 CVC (rhyme) pork Pork comes from pigs.

3 CCVC (phon) swim We went to swim in the sea.

4 CCVC (rhyme) brake I stopped the car and put on the brake.

5 CVCC (phon) belt I’ll wear my new leather belt tonight.

6 CVCC (rhyme) month Next month I shall finish school.

7 CCVCC (2 infl) grand The palace looked very grand.

8 CVCC (þ infl) missed I missed my family when I went abroad.

9 CCVCC (þ infl) planned We planned a big party for his birthday.

A complete list of words and sentence contexts is given in Randall, 1997.
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of literacy that these children had obtained in their respective first
languages. They were all studying English as a second language and
their language backgrounds are shown in Table 4.2.

A comparison of the pattern of errors produced by the two classes in
the different categories showed a large and highly significant correlation
between the two classes, despite the difference in ethnic composition
(Spearman’s rho ¼ 0.95, n ¼ 9, p , 0.01). This would suggest that the
pattern of errors in Class 1, which was then subjected to more detailed
analysis, is not that different from another similar class in a different
location. It also suggests that there may be little difference between the
different L1 users in their pattern of errors in English, a suggestion
which was then confirmed by the more detailed analysis of Class 1.

Results from Study 1

Rather than the difference we had hypothesised between the children
of Malay and Chinese ethnic backgrounds, there emerged a high degree
of similarity between the groups. There was a large and highly significant
correlation between the rank order of the number of errors produced per
student per category by the Chinese and Malay ethnic groups (Spear-
man’s rho ¼ 0.97, n ¼ 9, p , 0.01). This would suggest that with this
class there was no discernible effect of the first language on the error
types produced within the categories; each group found certain word cat-
egories more difficult than others. There appeared to be a tendency for BM
first language speakers to produce more errors than their Chinese
counterparts (although this was not statistically significant), but in
terms of difficulty across the stimulus types, they were very similar
indeed.

In addition to this homogeneity of errors across the two groups, an
analysis of the word types according to orthographical transparency
showed no indication that the students were treating orthographically
regular words any differently from orthographically more complex
words. The error rates, shown in Figure 4.3, show no overall pattern,
and on closer inspection the error rates probably owe more to familiarity
than to orthographic complexity (error rates for certain words such as
<broad>, <swarm>, <stalk> and <fold>, for which large numbers of
students indicated unfamiliarity, tended to skew the overall error rates).

Table 4.2 First language backgrounds of students

Bahasa Malaysia Chinese Tamil

Class 1 20 16 7

Class 2 32 5 1
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There were, as expected, a large number of errors due to problems with
cluster processing, but what did emerge very strongly was the difference
in error rates when the final cluster included an inflectional morpheme as
against the situation where the final cluster was part of the root word.
Table 4.3 indicates the dramatic difference in overall errors between
words with or without inflectional morphemes.

It thus appears that students from all ethnic groups in this class have
problems processing the final cluster when it contains an inflectional mor-
pheme. This is further reinforced when we examine the type of errors that
final CC clusters produce when an inflectional morpheme is or is not
included in the root word (see Tables 4.4).

It is clear that initial and final consonant clusters do cause problems for
the students, but that there are more problems in final positions and that
these problems are of a final consonant deletion type. In the uninflected
condition, a range of interesting errors are produced, some involving
final consonant deletion, but often involving substitution to produce
‘meaningful’ words (c.f. <grand> – <friend>). However, in the inflected
condition, the vast majority of the errors are of the same type: final
morpheme omission.

Figure 4.3 Number of errors produced in each word category

Table 4.3 Number of errors produced in inflected and non-inflected
words

Word category Error scores (tokens)

CCVCC (uninflected) 66

CVCC (inflected) 248

CCVCC (inflected) 253
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Discussion of results from Study 1

The different language groups (including the Tamil students, although
we need to be cautious given the small numbers involved) show a
remarkably consistent overall pattern of error rates taken over the differ-
ent categories. This argues for a strong effect from the homogeneity of the
curriculum experienced by the different language groups, and effects of
word familiarity fall into this category. In addition, the influence of BM,
both in terms of initial literacy teaching and language form, is likely to
be a highly dominant factor. All three language groups speak BM as a
common language, have been taught throughout their school lives
through the medium of BM, and attained initial literacy in BM. There
do not appear to be any effects of the Chinese students’ first language
on error rates, thus suggesting that the language of initial literacy may
be more important than the first language for orthographic knowledge
in the second language.

The analysis of the processing of CC clusters in general, and the final
CC clusters in particular, points to the problems that first language pho-
nological structure can cause on output orthography. This aural proces-
sing problem with clusters will be reinforced by the grammatical and
morphological difference between the languages and English; it is
further exacerbated by the fact that in both these classes the teacher deli-
vering the stimuli did not produce the final consonant in the cluster.
Thus, if we are examining a simple phoneme–grapheme conversion
process, the errors in both word types (i.e. the inflected and non-inflected)

Table 4.4 CCVCC word errors for non-inflected words and inflected
words

Target Total % Errors (token count)

Non-inflected

grand 11 26 brand [3]; rent [2]; friend [1]; grain [1];
rane [1]; grant [1]; run [2]

print 4 9 prin [1]; prind [1,]; prince [2]

stalk 28 65 stork [2]; storck [1]; store [6]; stor [6]; stall [3];
stock [7]; stoke [1]; stole [1]; stom [1]

Inflected

dressed 33 77 dress [29]; drest [1]; drass [1]; rest [2]

planned 38 88 plan [35]; plan(t) [1]; plant [2]

smelled 36 84 smell [26]; smel [1]; smiel [1]; smile [1]; smelt [7]
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should be the same. In descriptive linguistic terms this could be character-
ised as a variety of English which consistently simplifies final CC clusters
in the oral language (in the same way that certain consonants are elided in
other varieties, including Standard English), but the elided consonants
will still exist in the base representation of the words in the lexicon and
are represented in the written form of the language. This would be paral-
lel to the generative phonological mechanism which produces the surface
representation ‘significant’ from ‘sign’, arguing that the silent <g> is part
of the base representation of the lexeme <sign>. It would appear from
these data that this explanation works when a word contains a final CC
cluster in its root form: this knowledge is retained by the students and
recognised in their spelling of the word, even if they are not sure what
it is (i.e. a <t> might be substituted with a <d>). On the other hand,
when this final consonant is a morpheme (e.g. a /t/ or /d/ past tense
marker), its existence is not recognised by the student’s underlying
entry into the lexicon and consequently is not part of the written
output. This would suggest that the errors are not simply generated by
lack of input from the spoken variety (in this case both inflected and
non-inflected clusters would be simplified in the same manner), but
from some form of cognitive word-assembly process which involves the
addition of affixes to the root form of the word.

These data indicate a substantial influence of BM on orthographical
knowledge in English. However, it is not clear whether such influence
derives from general language factors, from specific phonological
factors of the use of the local variety of English in the delivery of the
stimuli, or from general literacy practices in Malaysian schools and BM
in particular. Specifically, it does not indicate any differences between
L1 BM users and L1 Chinese users and their orthographic knowledge of
English words. The second study, in being more rigorous about isolating
language background, using an L1 English user to deliver the dictation,
and controlling for language level, allowed us to see if any such difference
can be determined.

Study 2

The dictation procedure

The procedure was the same as that for Study 1 except that the test was
delivered by a native English speaker and the final cluster endings with
inflectional morphemes were placed in sentence frames where there
was no chance of elision of the final morpheme. To further reduce the ‘lis-
tening comprehension’ variable, in this second study subjects were given
the sentence frame in a written form in addition to it being read out by the
test administrator.
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The target words

The word targets in the first study were all monosyllabic. In this second
study, similar monosyllabic phonological/rhyme contrasts were included,
but multi-syllabic targets with both derivational and inflectional mor-
phemes were included. In order to control for word familiarity, in the
second study, teachers familiar with students from the People’s Republic
of China and secondary schools in China were asked to rate the words
and sentence contexts according to their perception of how familiar the
words were to the students. Examples of the target words and their
contexts are given in Table 4.5.

Table 4.5 Sample word targets and sentence contexts for Study 2

Type Target Context

1 Monosyllabic: C coda block I live in an apartment
block in the city.

2 Monosyllabic: CC coda
[–infl]

grand The president’s palace
looked very grand.

3 Monosyllabic: CC coda
[þinfl]

planned I planned a trip to
England with my friends.

4 Polysyllabic bases: phon
reg

regular My heart seems to be
OK. My heartbeat is
very regular.

5 Rhyme bases heal Some wounds heal very
slowly, especially those
on your knees.

6 Polysyllabic bases: CC
coda [–infl]

intend This is my last book. I
intend it to be my best.

7 Polysyllabic bases: CC
coda [þinfl]

electrics The electrics in the
building were very
unsafe.

8 Derivational morphology
no change

complexity The complexity of the
problem made me give
up trying to solve it.

9 Derivational morphology
phon change

health The health of so many
older people depends on
leading an active life.

10 Derivational morphology
phon/orth change

intention I’m sorry. It wasn’t my
intention to upset you.
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The subjects

The second study used 73 (54 male and 19 female) PRC students study-
ing English at the National Institute of Education in Singapore on an
access year before entering university and 90 (53 female, 37 male)
Malaysian Year 4 students from Maktab Rendah Sains Mara (Mara
Science Junior Colleges) in Langawi in Malaysia. The average age of the
PRC students was 19 (from 16 to 20) and the Malaysians were either 15
or 16 years old.

Data were collected from both groups concerning their literacy back-
grounds, which were completely different. The PRC had a highly homo-
geneous educational background, having learnt to read in Mandarin and
having been educated through the medium ofMandarin, prior to learning
English as a Foreign Language in secondary school. The Malaysian stu-
dents indicated that BM was their dominant language, although some
reported profiles indicating balanced bilingualism. Most reported BM to
be their language of initial literacy, although some reported learning to
read in English simultaneously with BM.

Data was also collected about the reading level of both groups. The
IELTS Test of General Academic Reading was given to the PRC students
before they commenced their study and the same test was given to the
Malaysian students after completing the dictation. The results for the
tests show that both groups were closely matched in terms of English
language reading proficiency; see Table 4.6.

Results from Study 2

In the first study there seemed to be a difference between the students
from Chinese and Malay ethnic backgrounds in terms of the degree of
accuracy, with the Chinese appearing to make fewer errors than the
Malay students. As no information had been collected about language
level, it was suggested that this might be a factor of language ability. As
can be seen by the mean scores for the two groups in the second study,
their language levels as measured by reading comprehension scores
were very similar. Thus, language ability does not seem to be a significant
variable in this study. However, there was a clear difference in error rates
between the two groups. The Chinese students were much more accurate

Table 4.6 Mean reading comprehension scores for Chinese and
Malaysian students

Mean SD n

PRC 24.03 5.47 73

Malaysians 24.08 5.92 90
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overall than the BM group. The mean error rate per student for the BM
group was 31 and for the Chinese group it was 20.

This second study also indicated that both groups displayed problems
with consonant clusters and with certain problematic vowel contrasts,
again as predicted by the contrastive analysis of the two languages and
English, but, as with the first study, the attempt to see any differences
in the error rates between orthographically transparent and more
complex words was unsuccessful. Both groups made few mistakes with
the two types of word, almost certainly because the words chosen were
too familiar to produce significant numbers of mistakes. In fact, the
errors within the block which contained phonologically regular versus
irregular monosyllabic words were dominated by one homophone
error – <break> for <brake> – an error made highly consistently by
both groups which would appear to be based on word frequency.

The most dramatic finding of the first study was the difference between
the errors when the CC cluster was part of the root word and when it
included an inflectional morpheme and this was quite consistent across
the students of both Chinese and Malay ethnic backgrounds. However,
the second study produced quite different findings in this respect.

Word Category 3 consisted of monosyllabic root words with an added
morpheme. Table 4.7 shows the numbers of errors which can be attributed
to the deletion of the final morpheme, separated according to the two
groups.

This shows a clear difference between the two groups. It indicates both
that the L1 BM users are highly likely to misspell words with final CC
clusters by deleting the final consonant (e.g. 86% of the BM group
deleted the final from <crossed> as against 1% of the Chinese group),
and that this error is the most likely error type to be made by L1 BM
users. This error type comprises over 90% of all the errors for five of the
words in this category for the BM group, whereas for the Chinese users
this type of error was a large factor in only two of the words, and then
only accounting for 65% and 58% of the errors.

The difference between the two groups can be further demonstrated by
examining the full responses from the two groups to four of the words in
this category; see Table 4.8.

This clearly shows that the Chinese students have a greater range of
error types than their BM counterparts. The Chinese errors are generated
to a greater extent than the BM errors by other orthographic rules such as
those in Table 4.9.

It is not that these error types are absent from the BM data, but clearly
morpheme deletion far outweighs all other error types in the BM
responses. It would seem that, although errors in the final CC clusters
do appear in other types of word, when this CC cluster contains a final
inflectional morpheme, then it is highly likely to be deleted. The same
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Table 4.8 Malay and Chinese errors for monosyllabic words with inflec-
tional morphemes

Target Response Number % errors

Malay planned plan 69 96

planed 2 2

fly 1 1

Chinese plan 22 58

planed 14 37

plant 2 5

Malay boiled boil 45 79

bowl 4 7

boild 1 2

boilt 1 2

boils/boiling 3 6

Chinese boil 11 65

boild 1 6

bohled 1 6

borrowed 2 12

brought 2 12

Malay stocks stock 11 39

stops 3 11

stop 1 4

Chinese stock 2 8

flock 2 8

stops 8 32

shops 4 16

stores 4 16

Malay joined join 57 90

joining 2 3

joint 2 3

joy 1 4

Chinese join 0 0

joinned 2 50

joining 1 25

NB. No responses data removed, but included in % response.
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does not hold when it is (or is perceived to be) part of the root word. This
can be further illustrated by taking the BM students’ responses to the
inflected multi-syllabic words of Category 7; see Table 4.10.

It is abundantly clear from this that the pattern of errors for the BM
group for <refined> is quite different from the other words in this

Table 4.9 Chinese error types

Error type Examples

Consonant doubling �<planed> [2doubling],
�<joined> [þ doubling]

Morpheme representation �<plant> [<d/t> substitution,
�<boilt> [<d/t>substitution]

Root word spelling �<bohled> [vowel orthography],
�<flock>, �<stops>, �<shops>
[consonant substitution in CC clusters]

Root word substitution �<borrowed>, �<brought>, �<stores>

Table 4.10 Malay error responses to inflected multi-syllabic words

Target
Morpheme

deletion errors
Total number

of errors Responses Number

electrics 31 35 electricks 2

refined 12 71 refind 49

refund 4

refunded 2

dismissed 52 54 dismist 2

impressed 61 66

confessed 32 55 confest 18

confesed 2

reduced 57 68 rechoose 5

refuse 1

rejuice 1

choose 1

telephones 44 50

pretends 37 45 protects 2
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category. It seems that, if the final CC cluster is perceived to be part of the
root word, then the final consonant does not get deleted as it does with all
the other target words. It is not that this type of error is absent from the
Chinese data – <refind> was a common error in this data as well; but,
within the Chinese responses to the multi-syllabic inflected words,
there is again a far greater range of responses for the other inflected
words, many of which reflect misspellings of the inflectional suffix,
suggesting that the source of the error for <refined> can, at least partly,
be attributed to a misspelling of the morpheme rather than to some inte-
gration of the final consonant into the root word (although undoubtedly
this could be a cause for the prevalence of this error type in the Chinese
data as well). What sets the BM data apart is the extremely high mor-
pheme deletion type error across all these multi-syllabic words, except
for <refined>, suggesting a difference in the orthographic representation
for this word alone.

Conclusion

The errors generated by both studies have indicated that phonological
differences between the first languages and English do play a part in the
errors generated and thus confirmed that ‘language distance’ does contrib-
ute to L2 English users’ orthographical knowledge of English. In both
studies errors occurred in clusters, and certain vowel distinctions caused
problems. However, ‘orthographic distance’ as a factor, as indicated by a
simple alphabetic/logographic divide, was not borne out in this study. In
the Muljani et al. (1998) study of response times to words of different fre-
quencies, the alphabetic group showed a consistent advantage over the
logographic L1 users in their reaction times. In this study, in terms of
error rate, the logographic group showed an advantage over the alphabetic
L1 users, with theMandarin users beingmuchmore accurate than their BM
counterparts despite very similar levels of language proficiency.

The other finding to emerge from these studies is the difference
between the L1 BM users and L1 Chinese users in their errors in response
to inflected words. From a contrastive analysis of the three languages
involved (BM, Chinese and English), it is difficult to see how this
difference can be explained in terms of language distance. As argued
earlier, in terms of morpho-syntactical structure, both languages are
equally different from English, and thus would be expected to face
similar problems with English inflectional morphemes. In the first
study, no difference was seen between the Malay and Chinese students
when both were following a BM medium education system. This would
suggest that BM as the initial language of literacy has a stronger effect
on orthographic knowledge than does the first spoken language. The
importance of the initial language of literacy was reinforced by the
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second study. When the two groups were from different educational and
literacy backgrounds, there was a clear and substantial difference in the
rate of morpheme deletion according to L1 background.

We must not discard the possibility that the above results could be due
to the general educational backgrounds of the two groups and in particu-
lar the English language learning approaches used in the two education
systems. It could be argued that the PRC students come from a very
formal grammar-based method of studying English, which would make
them more aware of grammatical features such as past tense morphemes,
whereas the Malaysian students come from a more communicatively-
based syllabus leading them to be less aware of the need for past tense
morphemes. Although there may be some truth in this analysis, the
study of English in Malaysian classrooms is still relatively formal, with
quite a lot of emphasis on grammatical features. Furthermore, whilst
this may provide a partial explanation for the difference between the
groups in terms of morpheme deletion, it does not provide an explanation
for the different error rates between the two groups. In fact, the similarity
between the two groups in terms of language proficiency would tend to
argue against an explanation based on English language knowledge.

However, a critical element of educational experience must be the
influence of first language reading processes and their effect on literacy
processes in the second language. Both studies have failed to find any evi-
dence of a difference between the logographic and alphabetic writing
system users in terms of their knowledge of regularly and less regularly
spelt words. This, it is argued, could possibly be due to their familiarity
with the word targets used in the studies, which therefore fail to generate
significant numbers of errors.

However, it is possible to argue that a whole-word, logographic proces-
sing strategy might provide an explanation for the greater accuracy of the
logographic group and their lower tendency to delete final morphemes.
As we have argued, L1 BM users are likely to use non-lexical, serial pro-
cessing processes based on the CVCV structure of BM. As this language
does not include final clusters, serial processing will end when sufficient
information is received to identify a word. If we use the logogen analogy
for word recognition, with non-inflected words (e.g. <land>) word
activation will take place once /l{n/ has been received, with the mental
lexicon providing the missing letter from the underlying representation.
Similarly, the processing of inflected words (e.g. <planned>) will end
when the base structure of the word has been accessed (i.e. /pl{n/).
However, in this case, without the use of context, there is no reason for
the underlying representation of the word in the lexicon to provide the
final consonant (morpheme). There may be only minimal use of the
semantic processor, except to check that the root word exists. The L1
Chinese user, however, using a route which places much more emphasis
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on holistic visual representation, is more likely to access a visual ‘picture’
of the word to which the morpheme is connected. If character access in
Chinese relies heavily on the use of semantic and contextual features, it
is also possible that semantics and context will be used more by L1
Chinese users when accessing words in English. This will again help
Chinese students to supply the past tense morpheme. The possible pro-
cessing routes as used by the two groups are depicted in Figures 4.4
and 4.5.

It is clear that lexical representation is a complex matter, that there are a
number of factors involved here and that more research is needed in this
area. However, what these studies have demonstrated is that it is possible
to see quite clear differences between language users by examining error
rates in targeted dictation tasks, and that by analysing the types of error
we can begin to understand the way orthographic knowledge of L2
English users is stored and, from that, begin to explore the way we can
approach L2 reading instruction in English.

Figure 4.4 Preferred cognitive processes deriving from BM literacy
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Note

1. The term ‘Chinese’ is used to refer generically to students of Chinese ethnic
backgrounds and also to the spoken dialects of Chinese in general. The term
is also used when referring to the written system of standard Chinese. The
term ‘dialect’ is used when referring to the different spoken forms of
Chinese. Thus, ‘Mandarin’ is used when referring to the standard spoken
dialect of Chinese.
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Chapter 5

Learner Corpora and Handwriting

HAROLD SOMERS

Introduction

This chapter treats the question of handwriting in second-language
acquisition (SLA) from the point of view of corpus linguistics, and in
particular ‘learner corpora’. We begin by introducing general issues in
corpus linguistics, especially relating to annotation or ‘mark-up’ of
manuscripts, and then consider the relevance of guidelines to the
special case of a learner corpus of hand-written English. We illustrate
our discussion with examples taken from a small corpus of English
essays hand-written by Arabic-speakers.

Corpus Linguistics

According to McEnery and Wilson (1996), corpus linguistics is not a
branch of linguistics, concentrating on one aspect or perspective of
language use, but a methodological approach to linguistics in general. A
‘corpus’ is a collection of linguistic data, whether in its original form or
transcribed from speech or, in our case, handwriting. Almost inevitably
nowadays use of computers to store and manipulate the corpus is under-
stood to be part of corpus linguistics. Furthermore, a corpus is usually
understood to be a motivated collection of material, with explicit design
criteria relating to its purpose, representativeness, balance, size, dyna-
mism, and so on, and with a considerable degree of ‘value added’ in
the form of annotation.

This annotation (or ‘mark-up’) can include general auxiliary infor-
mation about texts in the collection such as the sex or age of author or
intended reader, the source and date of the material, incidental infor-
mation about the context of the material and so on. In addition, the text
itself is usually annotated at any of a variety of linguistic levels. For
example, transcriptions of speech may be marked up for phonetic
and prosodic features. At the lexical level, texts may be annotated to indi-
cate lemmatisation (identifying underlying forms of inflected words),
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word-sense (in the case of ambiguous forms), and so on. Grammatical
annotation can include part-of-speech ‘tagging’ (where mark-up indicates
grammatical category, for example, covering:NN for the noun sense
versus covering:VNG for the present participle sense) or syntactic
‘chunking’ (where annotation indicates syntactic constituents like noun
phrases). Semantic and pragmatic annotations can be proposed. The
amount and level of mark-up is entirely dependent on the use to which
the corpus is to be put. The general purpose is to add different types of
information to the plain transcript. In computer terms ‘mark-up’ is
material added to the actual data through a convention such as a
‘mark-up language’ (see below).

One thing to note is that mark-up is usually ‘interpretive’, that is, the
result of someone’s analysis of the data. So not all mark-up is uncontro-
versial, and users of already annotated corpora must understand that
they may not agree with some of the annotations. Indeed, it may be
that the mark-up has been done automatically, for example by a tagger
(a program which automatically assigns part-of-speech annotations, or
‘tags’), and only partially checked by a human.

Because of this, there are a number of conventions that most corpus
linguists adhere to. Mark-up should be ‘non-destructive’: in other
words, the raw corpus should be recoverable, so that you can dispense
with any mark-up you don’t need. The mark-up should be unambiguous
and consistent, and should be fully documented. With this in mind,
corpus linguists have converged on a consensual use of a Single Standar-
dized General Mark-up Language (SGML) following the guidelines
suggested by the Text Encoding Initiative (TEI).

SGML was developed in the 1980s to facilitate the portability of elec-
tronic manuscripts, that is independence from any particular computer
software or hardware, so that resources could be more easily shared.
SGML’s conventions will be familiar to anyone who has looked at the
source ‘code’ of web pages, which use HTML (HyperText Mark-up
Language), a form of SGML.

Annotations in SGML are identified by tags enclosed in angle brackets
<>. They usually come in pairs <tag> . . .</tag> to indicate the start
and end of some textual feature, but they can stand alone, e.g. <br> in
HTML indicating a line-break. Furthermore tags can have ‘attributes’,
e.g. <font size ¼ 12> . . .</font>. Beyond these basic rules, SGML is
quite flexible, and the tags can be used for almost anything, at the user’s
discretion. For example, they could be used to indicate textual form or func-
tion, cf. <it>italic</it> versus <emph>emphasis</emph>. In the
latter case the tag might be linked to a ‘document type definition’ which
determines that text marked <emph> . . .</emph> should appear in italics.

Figure 5.1 shows a short example of text marked up in HTML for
web pages, together with the text as it would appear in a web browser.
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The figure shows simple tag pairs like <i> . . .</i> and <b> . . .</b> for
italics and bold face respectively, while the <font> tag includes an attri-
bute naming the typeface.

While SGML is, as its name suggests, explicitly general, the TEI has
sought to establish guidelines to encourage corpus linguists to annotate
corpora in comparable ways, so as to facilitate the sharing of resources.
Launched in 1987, the TEI (Sperberg-McQueen & Burnard, 1994; see
also www.tei-c.org.uk/) is a joint venture of the Association for Compu-
tational Linguistics, the Association for Computing in the Humanities,
and the Association for Literary and Linguistic Computing. Its guidelines
are widely accepted as suggestions of best practice rather than prescrip-
tions, and are very wide-ranging, covering text, speech, linguistic
mark-up and, crucially for our purposes, manuscripts.

Guidelines on hand-written text mostly relate to ancient manuscripts
and epigraphy (inscriptions on durable material), and we shall look at
them in more detail below. As we shall see, they tend to focus on ‘correc-
tion’ and ‘normalisation’, where the editor ‘believes the original to be
erroneous’, even sanctioning ‘changes introduced for the sake of consist-
ency or modernisation of a text’. We will discuss below how applicable
these guidelines are to our particular interest.

Learner Corpora

Within the field of corpus linguistics, one application that is fast gaining
recognition and interest is learner corpora, that is, corpora of language pro-
duced by second or foreign language (L2) learners. There have already
been conferences and books dedicated to this topic (e.g. Granger, 1998b;
Granger & Hung, 1998; Granger et al., 2002), showing how such corpora
can be used to track linguistic features of L2 use, whether lexical, gramma-
tical or stylistic. These may include over- or under-use of specific features,
incidence of errors, influence of the native or first language (L1), use of
‘avoidance strategies’, where learners achieve ‘native-like’ competence,
what problem areas need most attention, and how learners with different
L1s differ. Studies may be purely descriptive, may focus on data as
evidence of psycholinguistic aspects of SLA, or may be aimed more at

Figure 5.1 An example of marked-up text
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influencing teaching strategies. Examples of English learner corpora
include ICLE (International Corpus of Learner English) (Granger, 1993;
see also www.fltr.ucl.ac.be/fltr/germ/etan/cecl/Cecl-Projects/Icle/icle.
htm), the Longman Learners’ Corpus (www.longman-elt.com/dictionaries/
corpus/lclearn.html) and the Cambridge Learner Corpus (uk.cambridge.
org/elt/corpus/clc.htm), to name just three (for further listings see
leo.meikai.ac.jp/�tono/lcresource.html).

Learner corpora are used in SLA research for example to illustrate
over- and under-use of constructions, to study the development of inter-
language, to compare universal versus L1-specific learners’ errors, and to
compare native-like and non-native-like performance. Some researchers
advocate using learner corpora in the classroom as illustrations of lear-
ners’ errors, or as sources of material for error-correction exercises (see
Granger, 1998a; Granger et al., 2002).

Computer-based tools that can be used with learner corpora include
concordances (lists showing the contexts in which certain words or
phrases are used), and tools such as WordSmith (Scott, 2001), which can
provide counts of words and word sequences, sorted in various ways,
as well as information on word combinations. Part-of-speech tagging
and grammatical analysis may also be useful.

One interesting aspect so far ignored in the literature on learner
corpora is handwriting as an aspect of SLA. In particular, where the lear-
ner’s first language uses a different writing system (WS1), acquisition
and use of a second writing system (WS2) may be an important area for
research, again from various points of view: SLA, teaching strategies
and contrastive analysis in general.

This chapter looks in particular at the question of mark-up of handwrit-
ing in a learner corpus and tries to draw attention to some issues related to
this question. Amongst the most important of these is the extent to which
mark-up recommendations of bodies such as the TEI can be applied to
such corpora, and whether it is possible to annotate such a corpus inde-
pendent of any analysis of it. As a case study, we will look at examples
from a small collection of English essays written by Arabic-speaking lear-
ners, collected in connection with a (more conventional) study of gram-
matical and lexical errors. The main goal of SLA research is, as Granger
(1998b: 4) says, ‘to uncover the principles that govern the process of learn-
ing a foreign/second language’, and the main tools of this research are
data from language use, metalinguistic judgments and student introspec-
tion. Learner corpora directly meet this first need, by providing a body of,
usually genuinely produced, examples of L2 usage by students. There are
of course drawbacks to the use of learner corpora, and, equally, issues
regarding the design and collection of material, as there are with any
corpus material. It is perhaps unnecessary to rehearse these here (see,
again, Granger, 1998b).
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The corpus which forms the basis of our case study below is by all
standards a tiny one. It is a collection of 20 hand-written essays, each
about 150 words in length, produced by adult learners of English, all
with (Cairene) Arabic as their L1 and WS1. The essays, on the topic of
the computer as an educational tool, were written as a follow-up to a lis-
tening comprehension exercise, and therefore tend to repeat many of the
phrases and ideas expressed in the original. The corpus was collected as
data for a study of lexical and grammatical interference, not explicitly for
the study of handwriting. It was the task of converting the corpus to
machine-readable form which alerted the current author to the specific
problem of marking-up handwriting anomalies. Figure 5.2 shows a
typical example and is a source of the examples below.

Granger (1998b) notes that keyboarding is currently the most common
method of data capture, and indeed the only method for hand-written
texts. But this process presents special difficulties for proof-readers:
‘The proof-reader has to make sure he [sic] edits out the errors introduced
during keyboarding . . . but leaves the errors that were present in the
learner text, a tricky and time-consuming task’ (p. 11, emphasis added).
Granger’s use of the word ‘errors’ here raises an interesting point to
which we will return. Borin (2002: 2) mentions the difficulty of ‘resolving
unclear handwriting and punctuation’ when converting a learner corpus
of hand-written Swedish to computer-readable form.

Regarding mark-up, which can be used to record textual features of the
original data, Granger worries that it is also very time-consuming, and
suggests that ‘[i]n the case of learner corpora, which tend to contain few
special textual features, this stage can be kept to a minimum, although it
should not be bypassed’ (Granger 1998b: 12). We feel that this minimalistic
approach is quite inappropriate for learner corpora, since one of the most
striking features of L2 writing is that it contains anomalous language use
that, if not annotated, might lessen the usefulness of the corpus. One
obvious example is misspelling: consider that, if a misspelled word is left
unmarked in a corpus, its presencemay interfere with subsequent attempts
to analyse the corpus,whether by parsing or by tagging, ormore straightfor-
ward analyses such as concordances. Meunier’s (1998) overview of tools
available for corpus analysismakes nomention at all of the impact of anom-
alous usage on parsing, tagging and so on. It could certainly be argued that
anomalies and errors in corpora can be very revealing. As the reviewers of
this paper pointed out, the British National Corpus contains no instances of
the misspelled word �<recieve>, whereas a Google search of the internet
suggests that theword ismisspelled about 4%of the time. Aswementioned
above, conventionally mark-up should be non-destructive, which will
enable us to search for misspellings of <receive> explicitly if we want to,
but equally have those instances handled as if they were correctly spelled,
if that is more appropriate.
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In contrast, Dagneaux et al. (1998) describe the use of learner corpora in
connection with computerised error analysis in which errors in the stu-
dent’s text are tagged with an appropriate ‘error tag’, which indicates
the nature of the error as well as the (or rather, one of the) correct form(s).

The issue of learners’ ‘errors’ is one that should not be ignored, and is
especially relevant for marking up handwriting. While some of the things
that learners write are unquestionably errors, e.g. <matimatices> for

Figure 5.2 An example of the raw corpus data (line numbers added)
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<mathematics> (Figure 5.2, line 3), often things are not so clear-cut. One
finds a whole range of grammatical infelicities, ranging from lack of
number agreement, inappropriate prepositional complements and use
(or omission) of articles, all of which might safely be tagged as errors,
through to awkward use of tenses, choice of near synonyms and other
lexical matters, which may be more an issue of judgement. In marking
up a learner corpus, it would be preferable if tags could differentiate
between those errors and anomalies that are objective, and those that
more or less presuppose some analysis. For example, a tag of ‘wrong
tense’ would presumably reflect some analysis of what the student was
trying to say, rather than any ungrammaticality as such. As we will see
when we come to consider handwriting, some of these issues are far
from clear-cut.

Acquisition of a Second Writing System

Despite the large amount of literature in the field of SLA and in particu-
lar in the field of teaching English as a Second (or Foreign) Language, little
has been written about ‘the equally important subject of how to acquire
the Latin alphabet as a second writing system, or how to change from
any particular writing system to another’ (Sassoon, 1995: 5). The work
from which this quote is taken seems to be an almost unique exception.
For example, Swan and Smith’s highly recommended collection (1987)
of language-by-language essays on L1 interference contains some
examples of learners’ handwriting, but generally says little about what
to expect. Smith (1987), discussing Arabic speakers, has a few paragraphs
on ‘Orthography and punctuation’ which include reading, writing and
spelling problems, as do Wilson and Wilson (1987) discussing Farsi.
Thompson (1987: 215) states merely that ‘Japanese learners do not gener-
ally have great difficulty with English spelling or handwriting’, while
Chang (1987: 227) states that ‘[a]lphabetic handwriting . . . presents no
serious problems for Chinese learners’.

Sassoon’s (1995) focus seems to be mainly on children learning English
as an L2 and her somewhat anecdotal approach is aimed at helping
teachers develop strategies for overcoming problems which could be
symptomatic of, or conversely the trigger for, deeper problems of linguis-
tic and cultural assimilation. Nevertheless, her book is a good source of
typical problems, with illustrations from learners with a wide variety of
first writing systems.

Sassoon’s book starts usefully by comparing the ‘rules’ of writing
systems, including elements such as general direction of the writing,
entry point and direction for individual letters (‘ductus’), heights of
letters and their composite parts (ascenders and descenders), alternate
letter forms (upper and lower case, word-initial, medial and final), and
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spacing and joining of letters and words. In each of these aspects there is
the possibility of interference from the WS1, if it differs. For some writing
systems there is the additional problem of ‘false friends’, in this case
letters which look similar but have a different value (e.g. Greek <P>
with the phonetic value /r/ – but compare also Cyrillic lower-case <T>
which in handwriting resembles an <m>). In other cases the interference
is more generic, as exemplified by the problems Tamil writers have with
joined-up writing, since their WS1 prescribes a clockwise ductus, whereas
letter forms in English often require the opposite.

Sassoon then goes on to look at a number of interesting case studies,
which are informative, but her treatment of them is not systematic.
Subsequent chapters focus on writing materials and posture, assessment,
teaching techniques, psychological and sociological aspects of hand-
writing, and, finally, typography. Although of interest, little of this is
especially helpful to us in our quest for guidelines for marking up a
hand-written corpus.

Mark-up Recommendations and Manuscripts

There is a considerable amount of literature on the electronic mark-up
of manuscripts, mostly on the World Wide Web. Much of this work is
related to more or less ancient documents, though original manuscripts
of modern literary works are also subject to this kind of attention. In
most cases, researchers look to the TEI guidelines for some basic sugges-
tions, and agree that SGML-type mark-up is appropriate. Often, transcri-
bers take it upon themselves to regularise features of the original text, to
make them more readable to modern scholars (e.g. Hines, 1995). Most
researchers find that they have to extend the TEI recommendations to
meet their specific needs. The following extract regarding the work of
the Electronic Text Center, University of Virginia, is typical:

A primary goal of documentary editing is to preserve as many features
of the original document as possible. To this end, we carefully tran-
scribe each page, noting and preserving such features as line breaks,
underlining, post-scripts scrawled in margins, changes in hand, and
so forth. TEI includes a number of tags that enable an editor to describe
these textual and non-textual features. For instance, we record infor-
mation about the content and location of additions and deletions
with the <add> and <del> tags, and we mark errors in the text and edi-
torial emendations with <sic>, <corr>, and <orig reg>. [. . .] Even as we
strive to replicate the original document as accurately as we can, we
also want the text to be accessible to as many users as possible, for as
many uses as imaginable. Of course, simply putting the text and its
accompanying images up on the web makes a rare, unique document
available to millions of users. These texts are fully searchable, so that
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scholars can discover connections among documents that were
previously unknown. (Spiro & Fay, 2001)

An interesting example of some relevance to us is the Lancaster Corpus
of Children’s Project Writing (Ormerod & Ivanic, 1999; Smith et al.,
1998), which is a corpus of transcribed texts written by 8–12-year-old
children, freely available on the Web. The corpus includes images of the
original material, which allow us to see more examples of handwriting
anomalies. Unfortunately, for our purposes, the corpus is not marked
up for ‘letter (glyph) formation’, and spellings have been regularised.
As one of the project web pages states, ‘the corpus will be of limited
value in studying these phenomena’ (www.ling.lancs.ac.uk/lever/docs/
markup.htm).

In this section, we aim to summarise the TEI recommendations on
manuscript mark-up, as described in Burnard and Sperberg-McQueen
(1995), and to consider how these guidelines relate to our present
problem.

In a section headed ‘Editorial Interventions’, the TEI guidelines dis-
tinguish between ‘correction’, where the editor ‘believes the original to
be erroneous’, and ‘normalization’, or ‘changes introduced for the sake
of consistency or modernization of a text’. In the former case, one can
either mark something as corrected, with the original indicated as an attri-
bute of the <corr> tag, or, conversely, a self-explanatory <sic> tag is
proposed, with the attribute corr. In either case, additional attributes
can identify the editor responsible for the annotation, and the degree of
certainty of the correction. Similarly for normalisation, one can indicate
the original, with the correction as an attribute (<orig> with attribute
reg) or the converse. We can illustrate these tags in relation to Figure 5.2,
the first three lines of which might be tagged as in (1) below (we show
here only the tags discussed so far, with the addition of <lb/> to indicate
‘line break’). For the sake of illustration only, we use <sic> for clear-cut
errors and <corr> for cases where we judge the text to be anomalous,
though in doing so we are not necessarily advocating this distinction.

(1) There is no doubt that the computer plays an impor-

tant<lb/> role in our life. <sic corr ¼ “It”>it</sic>

is saving our time in solving some<lb/> <sic corr ¼

“mathematics”>matimatices </sic> problems that

“which” <corr orig ¼ “talk”>take</corr> <corr

orig ¼ “along”>a long</corr> time.<lb/>

The TEI guidelines also suggest that additions, omissions, and del-
etions can be indicated, using the tags <add>, <gap> and <del>. The
first of these is for text inserted, and includes attributes indicating the

Learner Corpora and Handwriting 155



manner of the insertion. Figure 5.3 shows an obvious case where this tag
could be used. In this case, the text might be marked up as in (2).

(2) <add addtype ¼ “superlinear”>will</add>

The <del> tag is of certain interest to us. It is used to indicate ‘a letter,
word or passage deleted, marked as deleted, or otherwise indicated as
superfluous or spurious [. . .]’. Attributes useful to us include the type
or manner of deletion. Looking again at Figure 5.2, we see in line 5 that
a correction has been made by overwriting (<schoold> changed to
<schools>), while three lines from the bottom the words <so that it>
have been crossed out and the word <‘computer’> in quote marks
added (see below for discussion of punctuation marks). It is certainly a
matter of consideration whether deletions should be rigorously recorded,
but there is no doubt that certain kinds of self-correction can nevertheless
be very revealing, as in Figure 5.4, which shows two examples of
corrections which could indicate to a teacher or researcher a pattern of
potential error.

The top example in Figure 5.4 shows a possible confusion regarding
English morphology (present participle -ing versus agentive suffix -er),
while the bottom example reflects a typical Arabic-speaker’s phonological
error (inserting a vowel before a word-initial consonant cluster sp-, which
Arabic does not have) reflected as a spelling error. No matter that the
learner in each case spotted and corrected the mistake. The appropriate
tag in this case is presumably <del>, again perhaps with an attribute
to indicate the manner of the deletion, as in (3) and (4), illustrating alterna-
tive possibilities. The attribute rend is recommended by the TEI to
indicate how a particular annotation is rendered.

Figure 5.3 An example of an insertion

Figure 5.4 Two examples of revealing corrections
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(3) learn<del type ¼ “linethrough”>ing</del>er

(4) <del rend ¼ “/”>e</del>special

Although, as we can see, the TEI guidelines give us some initial ideas, a
number of interesting issues in the mark-up of learners’ handwriting
remain to be addressed.

Marking up learner handwriting

Perhaps a good place to start is to consider what elements of learner
handwriting might be of pedagogic interest. In other words, what kinds
of things might we want to mark up? Once again we note the tension
between the notion of ‘error’ and, for want of a better word, ‘anomaly’,
which can apply at all levels.

At the most abstract level, and of comparatively little interest to us
here, are aspects of the text that go beyond the question of orthography
and calligraphy. Style, syntax and lexical choice, for example, are of
course of interest to the researcher, but do not generally relate to the ques-
tion of handwriting. As we have seen, deletion and insertion may be
revealing, but are well treated in existing TEI guidelines.

Our starting point might be spelling. Although at first sight this might
seem straightforward, there are some interesting interactions between
orthography and handwriting. Look again at Figure 5.3, this time concen-
trating on the words <computer> and what we assume to be <present>.
On close inspection, the <n> of <present> closely resembles the <r> of
<computer>; so how do we know that it is not a misspelling? Our judg-
ment is guided by the plausibility of that error for this student, and also
perhaps by our knowledge of the student’s WS1. Figure 5.5 shows, in
the space of just three lines, some of the difficulties facing us. On the
first line, is that <invented> or <intented>? Is the second <m> in
<humman> crossed out? Is that <depend> or <depond> or even
<dopond>? And what exactly is the fourth word of the last line?

These are of course the kinds of decisions that teachers have to make
when assessing students, but our purposes are somewhat different.

Figure 5.5 Some difficult decisions
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Nevertheless, we probably use the same strategies, looking elsewhere in
the text to see whether the student has made similar mistakes.

Spacing and punctuation are another major issue in our particular
corpus. In Figure 5.2 we can see that the student consistently leaves a
space before a full stop, which tends to be somewhat elevated. Should
this be marked up or not? In the same example we see (line 4) <arich>,
and (line 6) <anew> written with comparatively little space: is this signifi-
cant? In this case we might be influenced by the fact that we find a similar
phenomenon in other students’ writing. Another feature that we find in
Figure 5.2 in several places is unorthodox (in terms of the target orthogra-
phy) punctuation: quote marks (lines 3, 11 and 13) are used as parenthe-
tical markers here and also in other students’ work. But this student also
uses conventional brackets (line 11), though with unclear significance.
One is reminded of the practice, taught in British primary schools, of indi-
cating deletions with brackets and an <X>, <(thus)x>, since crossing out is
for some reason discouraged.

We consider next what is perhaps the most basic aspect of writing,
namely letter shape and choice among alternate forms, or ‘allographs’
(Sampson, 1985). In the Latin writing system, of course, there is a signifi-
cant distinction between upper and lower case, but also, especially in
handwriting, a number of insignificant distinctions between alternate
forms. Figure 5.3 for example shows two forms of the letter <r>. To com-
plicate matters further, for just under half the letters (give or take one or
two borderline cases), the difference between upper and lower case is
simply a matter of scale: compare <C> and <c>, <O> and <o>, <V> and
<v>, etc. For the other letters the difference is both size and shape. In
this respect our small corpus turns out to be full of difficult cases for
mark-up, not surprisingly since theWS1 differs from theWS2 particularly
in this respect: Arabic has different letter forms for initial, medial and
final, but no upper–lower case distinction. Both Wilson and Wilson
(1987) and Smith (1987) mention this as a problem.

Figure 5.6 shows an example of a student who consistently uses a
large letter form for word-initial <c>s, but does use a smaller letter else-
where (though compare <sourCe> in line 5, and <proCess> in line 8).
Some of the <p>s are rather large too. Should we mark this up, and if
so, how?

Figure 5.7 shows a similar case which extends to <c>s and <w>s. In this
example, there is a more consistent pattern of using large letter shapes
word-initially and smaller shapes elsewhere. Apart from that, the stu-
dent’s handwriting is comparatively neat, and the standard of English
quite good. All of these factors could influence us to resist marking the
letter forms as capitals.

A more intriguing case is illustrated in Figure 5.8. Here we can see
three or four distinct <t> shapes. The <t> of the first word, <teacher> is
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most like a conventional capital <t>. In <cannot>, <vital>, <it’s> and the
second <t> of <that>, we have a clear-cut lower-case letter. But the
remaining cases are somewhat hybrid, with the crossbar on top of
rather than cutting the vertical stroke, characteristic of the upper case
variant, and the short exit stroke which suggests the lower case. And
the <t> in <computer> is more like a capital <t>, but slanted backwards
more like the other lower-case variants. In fact this student shows a
systematic variation (also in the remainder of his essay, not shown here)
where what we have called the hybrid form is used word-initially but
not sentence-initially. The <t> in <computer> was probably meant to be
lower case.

Figure 5.6 Failure to distinguish upper- and lower-case <c>

Figure 5.7 Consistent use of large letter shapes word-initially
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Notice that in all three cases we have been able to spot a more or less
consistent pattern rather easily. Should this analysis of the data be
reflected in our mark-up? And if so, would it not make more sense to
capture the facts in the document header rather than marking up each
individual case? One way to do this would be to define separate entity
references as in (5). An entity reference allows you to define a <name>
for a new character, associate with it a piece of mark-up, and then use it
in the text as a kind of shorthand. Entity references are indicated in
SGML by an ampersand & and a semi-colon ; . In this way one could
also distinguish inappropriate use of apparent capitals, as in (6), which
gives an entity definition for &c1; as ‘an upper-case C which should
be lower case’, illustrated in (7), showing the end of Figure 5.7, line 3
in transcription.

(5) <!entity t1 ‘[medial-T]’>
(6) <!entity c1 ‘<sic corr ¼ “c”>C</sic>’>

(7) in the learning proCess but it Cannot . . .
in the learning pro&c1;ess but it &c1;annot . . .

One final example is a clear case where a global comment in the docu-
ment header would be most appropriate. Figure 5.9 shows an example
which is unremarkable except for the somewhat idiosyncratic <r>
shapes, which consistently extend over the following letter. This is
clearly not ambiguous, or malformed in any sense, but may be something
that one might want to reflect in the mark-up.

Figure 5.8 Three different <t> shapes
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Conclusions

Our aim in this chapter has been to raise some issues, rather than to
provide answers. It is apparent that we can mark up whatever we like,
but how should we be guided? At one extreme, we could try to mark
everything imaginable, so that the text could be more or less reconstituted
on the basis of the mark-up, a bit like ball-by-ball scoring in cricket or
baseball. More practically, we might be guided by the use to which the
mark-up is going to be put, in which case we could not separate the
notion of mark-up from the analysis of the corpus. Is that a bad thing?

Whatever one decides, notice that there are other areas where these
issues might arise, with different decisions, for example corpus-based
research on WS1 handwriting with young children, aphasics, etc.
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Chapter 6

A Corpus-based Study of Spelling
Errors of Japanese EFL Writers with
Reference to Errors Occurring in
Word-initial and Word-final
Positions

TAKESHI OKADA

Introduction

The two main concerns of this comparative corpus-based study are on
the one hand to reveal whether Japanese writers of English as a foreign
language (hereafter abbreviated as JWEFL) actually make peculiar
spelling errors that are different from those generated by native speaker-
writers of English (hereafter NSWE), and on the other hand, if that is
the case, to explore the reasons why the JWEFL do so. Although the pro-
portion of major errors made by the two groups of writers is similar, there
are some idiosyncratic patterns among JWEFL-made errors. Their ten-
dency to substitute particular sets of consonant letters and insert extra
vowel letters is explicitly observed in the corpus. By paying attention to
substitution errors that occur at the word-initial position and to insertion
(or, more precisely, addition) errors that occur at the word-final position,
this chapter claims that there is a serious interference from romaji (the
Japanese romanisation system) on JWEFL, whereas NSWE are consider-
ably influenced by a ‘silent’ word-final vowel letter <e>.

A rough sketch of two comparative spelling error corpora is given as
well as some technical problems in constructing spelling error corpora
in general. A discussion of lexical items follows, including semantic, syn-
tactic, pragmatic, morphological and phonological properties of the word.
In other words, in the JWEFL’s mental lexicon, phonological information
is seldom stored while morphological information (spelling) is retained
fairly successfully via a vocabulary acquisition process that relies
heavily on the visual image.
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Comparative Error Corpora: Quantitative Difference

A few comments are necessary concerning the technical problems in
collecting spelling errors that are compiled into a corpus. There are, in
principle, two ways to collect hand-written spelling errors, i.e. mis-
spellings. One is to collect them from running texts generated in, for
example, free compositions or essay writing examinations; the other is
from spelling tests. (In the present research, I exclude typos, i.e. errors
generated in the process of key entry.)

Compositions or essays allow one to collect ‘naturally occurring’
errors. However, the actual number of times writers will produce the
same word in running text is small, so that we cannot expect to obtain
a large number of different misspellings. Moreover, in this circumstance,
a writer is free to avoid spelling ‘doubtful’ words and can employ other
words, whose spellings he/she is confident of, in their place. On the
other hand, a greater number of attempts – and therefore many different
instances of misspellings against a given target word – would be easily
obtained from spelling tests. Suppose a spelling test containing a target
word, say <spaghetti>, is given to 500 pupils, we are certain to encounter
at least 30 variant misspellings.

Spelling tests given to English-speaking schoolchildren would provide
a suitable error source to investigate to what extent native speakers rely
on the phonological route in spelling, especially in the case when they
do not know the correct form of a target word and try to reach it via pho-
nological clues. But, although the JWEFL-made error corpus in this paper
is composed of misspellings obtained from spelling tests in Japan, these
misspellings have a different property, since, unfortunately, the standard
spelling tests given in English speaking classrooms cannot be given in the
Japanese setting, for various reasons. Japanese subjects usually do not rely
on phonological clues to spell the target word; they try to retrieve the
spelling from their lexical (visual) memory. If they are required to spell
an unknown word when there is no visual entry in their memory, the
Japanese writing system, romaji, has a bad effect on JWEFL, as we
discuss later.

There are various types of romaji, two of which, Hepburn and Kun-rei,
are shown in Table 6.1. Whereas Kun-rei (Cabinet order) style is institu-
tionally taught in elementary schools, the Hepburn style is preferred in
many cases where borrowed words have to be transcribed (Saeki &
Yamada, 1977). The Hepburn style has the advantage over its competing
systems of providing an easy way to transcribe certain alien pronuncia-
tions of borrowed words, mainly of English origin. It follows that the
Hepburn style is also a help for English-speaking people to guess the
original sound. In Kun-rei style, which all Japanese elementary school
students have to learn, the Japanese word /ro:madZi/ should be
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spelled <romazi>, not <romaji> since there is no <j> entry in the Kun-rei
style. What makes things worse when Japanese people try to spell
English words is the fact that romaji is taught before children start to
learn English. Japanese children start learning romaji at the age of 10 at
the beginning of their fourth year in elementary schools, but English is
taught three years later, at the age of 13 in junior high schools. It is
likely that many junior high school children at the basic learning level
incorrectly assume that Japanese sounds transcribed in romaji have iden-
tical phonetic values to their corresponding English sounds. And the less
aware Japanese writers are of the difference between the Japanese and the
English sound systems, the greater the possibility of them trying to mem-
orise (or encode) and even recall (or access) the English words in quite the
wrong way.

Some quantitative differences between the two corpora are shown in
Table 6.2. The NSWE corpus is nearly 4.5 times larger than the JWEFL-
made error corpus in the number of target words and nearly 6.4 times
larger in the number of types of misspellings. The rightmost column of
the table shows how many ‘error spots’ occurred in the misspellings. A
single misspelling can contain more than one ‘error spot’, as in <arubator-
oss> for <albatross>, which is identified as having one substitution error
(employing <r> for <l>) and two insertion errors (adding extra <u> and
<o>). The corpus consists of 4,777 different misspellings for 1,144 target
words representing nearly 12,000 error spots. Note that the misspellings

Table 6.1 The English Roman alphabet and romaji letters

English a b c d e f g h i j k l m

Hepburn style a b d e f g h i j k m

Kun-rei style a b d e g h i k m

English n o p q r s t u v w x y z

Hepburn style n o p r s t u w y z

Kun-rei style n o p r s t u w y z

Table 6.2 Quantitative differences between the two corpora

Target words Misspelling types Error spots

JWEFL 1,144 4,777 11,915

NSWE 5,111 30,431 84,765

Total 6,255 35,208 96,680
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in the corpus are types, not tokens; <hight>, for example, was written 181
times for <height>, but it has only one entry. (For a detailed description of
the corpus, see the Appendix.)

Note that, although there is a quantitative difference between the two
error corpora, there is a great similarity in the proportion of major spelling
errors, as illustrated in Figure 6.1. The figure shows the properties of the
following error types:

(1) Deletion (shortened as Del): one letter omitted, as in <albtross> for
<albatross>.

(2) Insertion (shortened as Ins): one letter inserted, as in <alubatross>.
(3) Substitution (shortened as Sub): one letter wrong, as in <albatloss>.
(4) Transposition (shortened as Trp): an adjacent pair of letters

transposed, as in <ablatross>.

This similarity in the proportion of spelling errors suggests that, in
spite of the quantitative differences, the two comparative corpora ade-
quately reflect the general tendency of spelling errors made by JWEFL
and NSWE.

The next step is to investigate the qualitative differences. We will con-
centrate particularly on substitution errors occurring at the word-initial
position and insertion errors occurring at the word-final position.

Substitution Errors at the Word-initial Position

As often pointed out in the spell-checking literature, for instance
Mitton (1996) or Yannakoudakis and Fawthrop (1983), the proportion of
word-initial errors, and especially word-initial substitutions, out of all
spelling errors is relatively low. This is indeed the case for both our
groups as illustrated in Figure 6.2, which shows the proportion of

Figure 6.1 Breakdown of major errors: comparison of the JWEFL and
NSWE corpora
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misspellings with word-initial errors set against other misspellings that
begin with a correct letter.

The majority of spellcheckers are designed to detect and correct mis-
spellings on the presupposition that the word-initial letter is correct.
(However, Roger Mitton’s spelling correction system is designed in
order to cope with even word-initial errors, Mitton, 1996). What is more
important for us is the fact that, although both corpora show a similar
percentage of words with word-initial errors, their breakdowns show
sharp contrast between the NSWE and JWEFL errors.

In Table 6.3 some peculiar tendencies can be observed among the errors
made by the JWEFL. First, notice that in the second column JWEFL tend to
use incorrectly those letters that are employed in the romaji chart (see
Table 6.1), i.e. <b> and <r> are used more frequently than their counter-
parts, <v> and <l>. On the contrary, NSWE substitute <l> for <r> initially
more than they substitute <r> for <l>.

Second, the JWEFL’s tendency is more apparent in the third column.
Out of 57 JWEFL-made misspellings that should start with initial <v>,
only 32 (56.1%) actually start with it, while 22 (38.6%) misspellings start
with <b> such as <bideo> for <video>, or <bisiter> and <bisitor> for
<visitor>. In misspellings made by the NSWE, there are 678 instances
that require word-initial <v>. The great majority of those misspellings,
i.e. 612 (90.3%), correctly start with <v>, while only 10 (1.5%) incorrectly

Figure 6.2 Proportion of word-initial errors
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start with <b> such as <boucher> for <voucher> or <bulgar> for
<vulgar>. Note here that, although JWEFL never do so, NSWE incorrectly
employ <f> for <v> 35 times (5.2%) as in <fagabond> for <vagabond>,
<feiwed> for <viewed>, <firtues> for <virtues>, <fisited> for <visited>,
<foucher> for <voucher>, or <falgar> for <vulgar>. This can be explained
by presuming that for NSWE the contrastive pair of letters or sounds, i.e.
the voiced and unvoiced contrast such as <v> and <f>, is sometimes con-
fusing even if they are followed by a stressed vowel. The confusion
among NSWE about the voiced and unvoiced contrast is also clearly
observed in the reverse direction, i.e. substituting <v> for <f> such as
in <vacilities> and <vasilities> for <facilities>, <vasinating> for <fascinat-
ing>, or <vundamental> for <fundamental>.

NSWE rarely start with <v> target words that require initial <b>,
whereas JWEFL make 13 misspellings (3.9%) for 333 target words requir-
ing word initial <b> as in <vassball> for <baseball>, <visiness> for
<business> or <visy> for <busy>.

A similar tendency is also apparent in substitution errors where <r> is
used for <l> and vice versa. While NSWE never use <r> incorrectly at the
word-initial position in the 581 words where <l> is required, JWEFL
employ <r> 23 times (16%) against 144 <l>s, for example <roughter> and
<raughter> for <laughter>, <rettar> for <letter>, <rinking> for <linking>,
<roop> for <loop> and <runch> for <lunch>. While NSWE never incor-
rectly use <l> for 1,786 word-initial <r>s, JWEFL use 15 (9.3%) incorrect
<l>s for 161 <r>s required, as seen in <labit> and <labbit> for <rabbit>,
<ladish> for <radish> and <lestrant> for <restaurant>.

Table 6.3 Substitution errors in NSWE and JWEFL

Substitution

Ratio to all
sub-errors for
the required

letter

Ratio to all sub-
errors occurring at
the word-initial

position Examples

<b> for <v> JWEFL: 63% JWEFL: 38.6% <bisitor> for
<visitor>NSWE: 8.2% NSWE: 1.5%

<v> for <b> JWEFL: 53.6% JWEFL: 3.9% <visiness> for
<business>NSWE: 6.2% NSWE: 0.5%

<r> for <l> JWEFL: 90% JWEFL: 16% <runch> for
<lunch>NSWE: 16.6% NSWE: 0%

<l> for <r> JWEFL: 70.4% JWEFL: 9.3% <labbit> for
<rabbit>NSWE: 30.1% NSWE: 0%
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It is well known that Japanese phonology does not distinguish /b/ from
/v/ and /l/ from /r/. In addition to this, Japanese has the orthographical
property of lacking either <v> nor <l>, as seen in the romaji inventory
in Table 6.1. I assume that, when these factors are combined, they interfere
strongly when JWEFL select the appropriate letter from a dubious pair.
Though this general tendency is evident in the overall ratio of substitution
errors, the word-initial position is where it emerges most explicitly.

As we have observed in Table 6.3, NSWE never make substitution
errors involving the use of <l> for <r> or vice versa at the word-initial pos-
ition. This is because they ‘know’ at least the word-initial sound, i.e. /l/ or
/r/, while JWEFL do not ‘know’ the sound because the phonology of their
mother tongue makes no distinction between the two sounds. (More
precisely Japanese has neither /l/ nor /r/ sounds in a strict sense; the five
Japanese syllables / /, / /, / /, / /, / / – represented by the kana

– do not correspond exactly either to /la/, /li/, /lu/, /le/, /lo/
or to /ra/, /ri/, /ru/, /re/, /ro/.) Therefore, NSWE make few substitution
errors at the word-initial position, while JWEFL, who do not know the
exact word-initial sound, tend to get confused in choosing one of the
appropriate letters.

However, in those cases when the word-initial sound does not directly
correspond to the spelling, NSWEmake more frequent errors than JWEFL
do. Misspellings for target words with a ‘silent’ word-initial letter such as
<p> in <psychology> or a digraph such as <ph> in <philosophy> are
good instances. NSWE incorrectly use <s> or <f> (such as <sicology> or
<sychology> and <filosify> or <filousify>) which seem to represent the
word-initial sounds directly (Mitton, 1987). On the contrary, the fact
that JWEFL do better than their English counterparts can be explained
if we assume that they ‘know’ the forms of the target words instead of
their sounds. From these observations we can claim that JWEFL rely on
the lexical route in spelling, which is negatively affected by the Japanese
phonological system and the romaji spelling system, whereas NSWE rely
on the phonological route. If NSWE are not careful enough to spell out
correctly ‘hard spots’ such as silent letters or double letters (Mitton,
1996), the result reflects the direct transcription of the sound of the
target word.

Insertion Errors

Figure 6.3 illustrates the overall difference of errors made by the two
groups of writers inserting either additional consonant letters or vowel
letters.

This contrast makes it possible to claim that JWEFL make more incor-
rect insertions of vowels, which are indispensable for the Japanese syllab-
ary with the open-vowel CV system. On the other hand, though deletions
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are not dealt with here, it is observed that JWEFL delete fewer vowel
letters than NSWE. This also suggests that JWEFL tend to retain as
many vowel letters as possible in their misspellings. As Cook (1997)
points out, JWEFL tend to use epenthetic vowels to pad out consonant
clusters (CC) into consonant plus vowel plus consonant (CVC) structures.

Figure 6.4 shows that JWEFL tend to insert extra vowel letters in
between consonant letters yielding CVC structures more frequently
than NSWE do.

From the comparison above, word-final insertion (addition) of vowel
letters which end up in a CV pattern are excluded, as we will give them
a closer look later.

It is not easy to determine the actual sound of each vowel letter, which
can represent a genuine vowel, a diphthong or a schwa sound, or may not
even be pronounced at all, i.e. a silent letter. The vowel letter <e> is often
used as a silent letter regardless of its position in the word. Figure 6.5

Figure 6.3 Insertion of consonant letters and vowel letters

Figure 6.4 Vowel letter insertion errors yielding CVC
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shows that NSWE insert the letter <e> quite often, whereas JWEFL fre-
quently insert vowels such as <o> and <u> as well as <e> to avoid conso-
nant clusters that are unfamiliar to their ears. This differs from the NSWE,
for whom the four vowel letters other than <e> tend to retain their face
value, i.e. their own individual corresponding sounds, since they
seldom function as silent letters. A similar tendency can be observed in
insertion errors, yielding extra syllables as shown in Figure 6.6. (For the
syllable counting algorithm see Mitton, 1996.)

Cook (1997) claims that <a>, <e> and <i> cause the greatest problems
among vowel substitutions. Cook gives a plausible explanation for

Figure 6.5 Vowel letters inserted between consonant letters

Figure 6.6 Syllable-creating inserted vowel letters
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this: all three of the vowel letters can correspond to a single unstressed
vowel, i.e. the schwa sound /@/. For native speakers of English the
unstressed sound /@/ can be spelled in at least three ways, as in <about>
/@b@Vt/, <the> /D@/ and <method> /meT@d/. This is clearly supported by
the <a>, <e> and <i> bars in Figure 6.6. On the other hand, JWEFL incor-
rectly insert <o> and <u> as frequently as the other three vowel letters. A
convincing explanation is that for Japanese people, whose native
language has only five vowel sounds, each vowel is definitely distinctive.
In Japanese kana and even in romaji, each vowel letter has a one-to-one
correspondence with the sound.

Let us now turn to the word-final position, where additional (extra)
vowel letters yield CV structure. As we have noticed in investigating
word-initial substitution errors, the opposite end of a word, i.e. the
word-final position, is also a peculiar spot where a clear interference of
the native language can be observed.

Figure 6.7 shows that the vowel letter <e> is overwhelmingly frequent
at the word-final position, more prominently so in NSWE-made misspell-
ings. Before exploring why <e> is so frequently added to the tail of a
target word, notice that a JWEFL-specific inclination of adding another
vowel letter, i.e. <u>, is explicitly observed at the word-final position
(see Figure 6.8).

Let us examine the pronunciation of the word-final <e> more closely.
There are 66,439 entries, excluding proper nouns, in the electronic

Figure 6.7 Word-final vowel letter insertion (addition)
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version of the Oxford Advanced Learner’s Dictionary of Current English: 3rd
Edition (Mitton, 1986b). Among them, 7894 words (11.88%) have word-
final vowel letters, including some foreign words; their breakdown is
shown in Figure 6.9.

There are 544 words with final <a>, such as <area>, <data>, <media>,
<sea> or <umbrella>; 107 words with final <i>, such as <alumni>,
<nuclei>, <ski> or <taxi>; 355 words with final <o>, such as <auto>,

Figure 6.8 Vowel letter additions at the word-final position

Figure 6.9 Breakdown of word-final vowel letters in the OALD
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<ditto>, <embryo>, <into> or <zoo>. Only 53 words have final <u>, such
as <bureau>, <menu>, <flu>, <plateau>, <thou> or <you>. Among the
6835 word-final <e>s, only 220 (3.22%) have actual phonetic manifes-
tations. In other words, the great majority (96.78%) of word-final letter
<e>s are not pronounced, i.e. a silent letter. In addition, among 220
word-final <e> letters that are not silent, 161 (73.18%) are pronounced
as /i/. The other 59 word-final <e> letters are preceded by <u> and do
not have a phonetic realisation, as in <avenue>, <continue>, <virtue>,
etc. – in other words they are silent <e>s. This suggests that the word-
final <e> letter is only pronounced as either /i/ or /i:/ in English. Moreover,
the total of word-final <e>s on their own with an /i/ sound preceded by a
consonant letter is only seven (4.35% against 161), such as <be>, <he>,
<maybe>, <me>, <she>, <we> and <ye>. Another 154 non-silent <e>s
are preceded by a second vowel letter such as <free>, <lingerie>, etc.
(126 of them (81.82%) end with double letter <ee>.)

Of the 6615 silent <e>s, 133 (2.01%) have a special phonetic function,
viz ‘fairy’ <e>s, the name coming from the immortal advice to primary
school children ‘Fairy <e> waves its magic wand and makes the vowel
before it say its name’. I call them fairy <e>s in a narrow sense when
they change the sound of their preceding vowel letters and, at the same
time, there exist corresponding words that lack the word-final <e>. For
example, the word final <e>s in <ate>, <cope>, <cute>, <kite>, <made>
and so on are fairy <e>s, since each word has its counterpart without
the final <e>, namely <at>, <bad>, <cop>, <cut>, <kit> and <mad.
respectively. If we broaden the sense of fairy <e> to cover any word-
final <e>s that simply alter vowels preceding them, such as in
<admire>, <bone>, <fortitude>, <precede> or <smile>, their number
would increase drastically.

Errors adding extra <e> at the word-final position are commonly
observed in our comparative corpora, as illustrated in Figure 6.7.
However, what is peculiar to JWEFL errors is the fact that, although
English words with final <u> are rare, as we have seen in the electronic
dictionary, and although NSWE make few addition errors with this
vowel letter, JWEFL make this error frequently.

It is important to note that every Japanese word ends in a vowel
(with the possible exception of nasals that may be treated as nasal
vowels) while English words can end either in consonant or in a
vowel. However, as we have seen above, the word-final <e> in
English is almost always ‘silent’ and the great majority of English
words end with consonants. It is reasonable to assume that errors in
adding the final <e> are due to the fact that <e> is the most common
vowel letter at the end of English words. Even JWEFL frequently
make this addition error although Japanese has neither ‘silent’ nor
‘fairy’ <e>, since they are at least doing their best to spell English
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words. What is more interesting is that JWEFL add an extra <u> quite
frequently, as in <Engrishu> for <English>, <albatrosu> for <albatross>,
<animaru> for <animal>, <bigenesu> for <business>, <doresu> for
<dress>, <grafu> for <graph>, <hankatifu> for <handkerchief>,
<radishu> for <radish> or <cizazu> for <scissors>.

The overwhelming frequency of insertion (or addition) of <u> among
misspellings made by the JWEFL might be explained from the viewpoint
of the Japanese syllable system. Japanese has 111 syllables composed of a
consonant and a vowel. There are five basic vowels, /a/, /e/, /i/, /o/, /u/; 12
basic consonants; one semi-vowel /w/; and a subset of consonants consist-
ing of 16 phonemes. Among the basic Japanese vowels, /u/ and /o/ can
combine with 25 consonants, thus generating 50 distinct syllables, while
/e/ can combine only with 12 consonants and with one semi-vowel (gen-
erating a further 13 syllables). Furthermore, the fact that the inflectional
endings of Japanese verbs usually end with a /u/ sound and that <u> is
therefore the most familiar vowel letter may also explain the JWEFL’s
tendency to add <u> at the word-final position.

There seem to be three additional reasons for the interference of the
Japanese orthographic system shown in the JWEFL-made spelling
errors: the high tolerance of the Japanese language towards borrowed
words of foreign origin, the writing system used to transcribe the bor-
rowed words, i.e. katakana, and the popularity of word processors in
Japanese daily life. It should be borne in mind that many borrowed
words, mainly of English origin, have become so assimilated into
modern Japanese that, even when JWEFL know that a given target is
not an original Japanese word, they are so accustomed to writing it
(and even pronouncing it) using katakana that they subsequently
attempt to spell the word in romaji style, which they sometimes
falsely believe represents English sounds. There is a close link
between kana letters and romaji. Although the keys in Japanese key-
boards are inscribed with the kana letters along with the Roman alpha-
bet letters, very few Japanese people are accustomed to the kana entry
system but instead use the alphabet to compose Japanese words and
sentences, as exemplified in Figure 6.10. After a user keys in Japanese
words and sentences in romaji, a piece of software called a front-end
processor (FEP) converts them to hiragana and some portion of kana
sequences are subsequently converted into katakana and kanji
(Chinese characters). (It is interesting to note that once again in the
Kun-rei style, kanji should be spelled kanzi.)

As Figure 6.10 shows, a borrowed word such as <England> is tran-
scribed into Japanese katakana by typing the romaji
form <ingurando>, which reflects the Japanese equivalent sounds for
<England>. As a result, a Japanese person who tries to spell <England>
may sometimes be affected by romaji spelling.
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Conclusion

As we have seen, there are two major reasons for the peculiar errors of
the JWEFL: one is the fundamental phonological difference between their
native language and English; the other is a unique writing system, i.e.
romaji, that directly transcribes Japanese sounds through letters of the
roman alphabet.

In addition, we should assume that the vocabulary learning process of
Japanese EFL learners can be vastly different from that of English native
speakers. In other words, the idiosyncratic among JWEFL-made errors
can be explained by postulating that the foreign language mental
lexicon of the JWEFL is structurally different from that of the NSWE.
Spelling requires knowledge of English phonology and the correspon-
dence rules between the sound and the letter. When a person tries to
spell a word, he/she makes use of all the possible knowledge stored in
the mental lexicon (Ravid, 1996). In JWEFL’s mental lexicon, the infor-
mation about the pronunciation of a given target word is sometimes insuf-
ficient, or even deficient. As a result, weak JWEFL tend to suffer obvious
interference from romaji, especially when they cannot rely on phonologi-
cal clues (Okada, 2002). Let us quickly glance at an example of the
vocabulary acquisition process of the average JWEFL.

In a common language laboratory situation, many Japanese EFL stu-
dents have difficulty in comprehending slowly read material and fail to
fill a suitable word in a gap such as:

One international sports [ ] estimates that a quarter of a billion
people around the world now participate in basketball at some level.
(T. Okada (ed.) Meeting America, 1999: 27)

Figure 6.10 Japanese word processing
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The gap should be filled with <authority>, which is one of the basic
words in the Japanese high school EFL curriculum. But some of the
students do not know (or perhaps have forgotten) the target word.
After the listening comprehension practice, those who failed to grasp
<authority>, usually try to ‘memorise’ the word in the traditional
Japanese way of vocabulary building by memorising the English word
<authority> together with its Japanese equivalent, /keNi/ or some-
thing similar. Strikingly, many Japanese EFL learners have the wrong
idea that a Japanese equivalent is a ‘meaning’ of the target English
word. But a serious problem is the fact that a Japanese equivalent is not
exactly the meaning of the target English word itself. Every lexical item
has its own (1) concept, (2) collocation, (3) grammatical function
(usage), (4) morphology (derivation, inflection), (5) spelling, (6) phonol-
ogy, etc. (1) includes the word’s connotation, associations or even subtle
nuances, as well as its ‘literal meaning’. The point here is that the Japanese
learners’ mental lexicon is structurally different from that of native speak-
ers, where each item is stored together with all sorts of ‘lexical’ infor-
mation. In the Japanese EFL learners’ mental lexicon, each item is
basically stored in one-to-one correspondence, i.e. one English word
with one Japanese equivalent word. No other information usually accom-
panies each item: no actual concept, no information about its collocation,
usage, spelling or sound. In other words, in the Japanese EFL learners’
mental lexicon each English word is stored in isolation; it has no relation
with other items.

A Japanese EFL learner who puts <authority> together only with
/keNi/ would stop there and he/she might get a wrong idea that he/she
has learned/acquired a new word. As de Groot (2000) points out, this
one-to-one style bilingual word list seems to be an attractive shortcut
for foreign vocabulary learning, but it is not effective in long-term
retention.

When the Japanese learner tries, or is forced, to spell <authority>,
something complex can happen. If the learner still ‘remembers’ the
correct visual form of the word, the output (i.e. the spelling) would be
correct: we should say that the learner reached the appropriate goal via
the lexical route, since there is not enough phonological information
about English words in a Japanese EFL writer’s mental lexicon.
However, if he/she cannot retrieve the correct form from his/her FL
mental lexicon, there would be a risk of romaji interference. If the target
word <authority> has a single Japanese equivalent, the degree of
inter ference would be low; however, the English word <authority> can
also, unfortunately, be transcribed in ‘Japanglish’ in
katakana. There is no schwa sound, /T/ sound, or /r/ and /l/ contrast in

/o:so�iti:/. Things get more complicated when one
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tries to generate the katakana word using a word
processor; he/she has to key in <o-sorithi> with romaji. Notice that
<thi> in this romaji sequence does not stand for the /Ti/ sound at all,
but for the katakana sequence /ti/. Therefore, the learner trying to
spell English <authority> most likely gets lost in choosing the proper
letters and is affected by romaji, since it is designed to transcribe Japanese
syllables exclusively; as a result, he/she would generate spelling errors
such as <ousority> or <ohsoliti>.

Japanese EFL learners ‘learn’ English from a textbook; they memorise
English words visually, not aurally. In many cases a Japanese EFL learner
probably knows the ‘meaning’ (Japanese equivalent), grammatical usage,
and spelling, without knowing its phonetic form. We are not going to get
into a serious discussion of the content of the mental lexicon itself here; a
better idea is to compare the difference of information types. We can pos-
tulate that NSWE would make spelling errors when a given target word
lacks its orthographic information, retaining phonological information in
their mental lexicon. On the contrary, in the mental lexicon of Japanese
EFL learners, quite a few items are not accompanied by their phonological
information, while orthographic information is stored as visual images
(Shuren et al., 1996).

It is not always the case that the JWEFL experience interference from
romaji; they are aware enough of the fact that English spelling differs from
romaji to some extent. The deleterious effects of romaji appear only when
the JWEFL get confused, and get lost in selecting the appropriate letter in
spelling. The JWEFL do not primarily rely on the sound of the target
words. This is because English is not used on a daily basis in Japan, and
the English sound is less familiar to Japanese people than the form (i.e. the
spelling) of English words. Japanese learners tend to acquire this foreign
(not second) language on a ‘letter’ (i.e. visual) basis, so they rely more
heavily on the lexical route in spelling. Consequently, they do not use the
phonological route but they make frequent errors in selecting letters that
are listed or not listed in the romaji chart, leading to the confusion we
have explored especially at the word-initial and the word-final position.

The peculiarities of the Japanese ESL writers described in this chapter
can be well demonstrated by means of an error corpus. Such corpora can
also have practical applications, such as the creation of localised spell-
checkers targeted at Japanese ESL learners and users, such as the one I
have developed with Roger Mitton (Mitton & Okada, in preparation).
Our joint experiment has shown that a spellchecker designed originally
for native speakers of English can be easily adapted to cope with
JWEFL-specific features and that these adaptations make a modest but
worthwhile improvement to the spellchecker’s performance when
dealing with JWEFL-made errors.
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Appendix

The JWEFL-made error corpus is an amalgamation of the following
seven sub-corpora summarised in Table 6.4, below.

(1) AEMH-error.txt
Misspellings extracted from English essays handwritten in class by
244 Japanese university students, 201 of them majoring in
English. There were 20,299 running words in total; 393 of these
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were misspelled, which, after removal of duplicates, gives us
296 misspellings of 234 target words. For further details of the raw
material, refer to the URLs of the original source files:

http://www.eng.ritsumei.ac.jp/lcorpus/data/asao01/
http://www.eng.ritsumei.ac.jp/lcorpus/data/asao02/
http://www.eng.ritsumei.ac.jp/lcorpus/data/shitara01/

(2) EXAMS-error.txt
One hundred and sixty-two misspellings of 151 target words, taken
from the Japanese part of EXAMS.DAT included in the Birkbeck
Spelling Error Corpus. This contains 213 attempts generated by 49
Japanese writers. The misspellings are taken from compositions
written in examinations for the Cambridge First Certificate in
English.

(3) HELC-JR-error.txt
Junior high-school students were given sentences to translate from
Japanese into English in class. There were 286 target sentences and

Table 6.4 JWEFL-made error corpus sources

File name Source
Target
words Attempts Misspellings

AEMH 244 university
students

234 – 296

EXAMS 49 writers 151 213 162

HELC-JR Junior high
school
students

431 3366 1921

HELC-SR Senior high
school
students

187 673 346

SAMANTHA Junior high þ
university
students
(333 in total)

53 7418 2071

SUZUKI Senior high
school
students

43 – 46

FRGRI 88 university
freshmen

324 – 366
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the students produced 85,120 running words in total. The num-
ber of subjects per target sentence varied from 20 to 120. The
sub-corpus contains 1921 misspellings of 431 target words (3366
attempts). The original source is maintained as Hiroshima English
Learners’ Corpus No.1 by Shogo Miura at Hiroshima University,
Japan.

(4) HELC-SR-error.txt
Similar to the previous corpus except with senior high-school stu-
dents. There were 68 target sentences and 40,638 running words.
The number of subjects per target sentence varied from 40 to 120.
This sub-corpus contains 346 misspellings of 187 target words (673
attempts). The original source is maintained as Hiroshima English
Learners’ Corpus No.2. This and the previous sub-corpus are
described at:

http://home.hiroshima-u.ac.jp/d052121/eigo1.html

(5) SAMANTHA-error.txt
Japanese university students were given a test of 53 English words.
For each word, they were given a written definition in Japanese
and an approximation in katakana to the English pronunciation.
Three hundred and thirty-three people sat the test; 7418 of their
attempts were incorrect, giving 2071 misspellings of 53 target
words. The original error corpus, named SAMANTHA Error
Corpus, is maintained by Takeshi Okada at Tohoku University,
Japan.

http://www.e.intcul.tohoku.ac.jp/okada/corpora/Samantha/
Samantha-top.html

(6) SUZUKI-error.txt
Personal collection of misspellings made by an unspecified number
of Japanese high-school students in their classroom activities or in
short tests. Collected by Michiaki Suzuki at Nan’yo High School,
Yamagata, Japan. There are 46 misspellings of 43 target words.

(7) FRGRI-error.txt
Three hundred and sixty-six misspellings of 324 target words
obtained from compositions written by 88 Japanese university fresh-
men not majoring in English. The students also submitted trans-
lations of their compositions. The list is given in an article written
in Japanese: Furugouri and Hiranuma (1987).

For comparison, a corpus of errors made by English native speakers was
created by combining several files from the Birkbeck Spelling Error
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Corpus, obtainable from the Oxford Text Archive. The result was a corpus
of 34,658 misspellings of 5624 target words, representing over 220,000
attempts. Table 6.5 summarises the constituent files. FAWTH1, GATES
and MASTERS were American, the rest were British. For further details
of each original error file, refer to the description file that accompanies
the corpus.

Table 6.5 NSWE-made error corpus sources

File name Source
Target
words Attempts Misspellings

CHES 202 10-year-old
children

30 2,474 1,364

FAWTH1 Printed American
sources

739 809 809

FAWTH2 3 adult poor spellers 484 1,084 557

GATES Pupils in New York
schools

3,390 144,179 4,401

MASTERS American
schoolþ university

264 43,755 13,020

NFER1 83 Adult literacy
students

40 838 495

PERIN1 42 Secondary
schoolþ adult
literacy students

61 807 640

PERIN2 6 adult literacy
students

538 658 625

PERIN2 176 14- and 15-years
olds

40 1,678 901

PETERS1 156 children aged 9,
10 and 11

290 18,304 10,556

PETERS2 925 15-year-olds 1,618 4,147 2,576

UPWARD 163 15-year-olds 576 1,073 753

WING 40 university
entrance candidates

185 237 191
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Chapter 7

Spelling and Pronunciation in
Migrant Children: The Case of
Italian-Swiss German Bilinguals

STEPHAN SCHMID

Introduction

This paper is concerned with the interaction between different types of
linguistic knowledge in the mind of a bilingual. On the one hand it
addresses the well-known issue of interference from one language to
another, while on the other hand it explores the relationship between
speech and writing. The general claim is that phonetics and phonology
may contribute to a better understanding of the cognitive processes
underlying the acquisition of a second language writing system.

The empirical research presented here deals with the language pro-
duction of Italian children who live in German-speaking Switzerland.
In particular, the analysis focuses on how these subjects realise, both in
spelling and in pronunciation, two relevant features of Italian:

(1) the contrast between voiced and unvoiced obstruents; and
(2) the opposition between singleton and geminate consonants.

It will be demonstrated that the major difficulties encountered with these
phenomena are due to the different phonological functions which the
phonetic properties of voicedness and segmental duration display in
the varieties of the bilinguals’ repertoire.

The remainder of this chapter is organised as follows. The introduction
raises some general questions about the notions of ‘second language’ and
‘bilingualism’ in connection with the acquisition of writing systems. Then
follows a brief characterisation of the linguistic biography and repertoire
of Italian-Swiss German bilinguals, in order to allow a better understand-
ing of the linguistic processes which can intervene in their spelling of
Italian. The next section provides a contrastive phonological analysis of
four language varieties (i.e. Standard and Regional Italian on the one
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hand, and Standard and Swiss German on the other), focusing on the
already mentioned features [+voice] and [+tense] as well as on the
singleton/geminate contrast. Then follows a report on the results of class-
room research, in which Italian-Swiss German bilinguals were tested in
dictation and reading tasks. The final part answers the basic research
question of this study, interpreting the findings in the light of a more
general model of bilingual phonology.1

In the linguistics literature, there is a certain overlap between the
notions of ‘second language acquisition’ (henceforth SLA) and ‘bilingual-
ism’. In a common-sense view, SLA can be regarded as the process
through which monolingual adults acquire a new language, whereas
bilinguals grow up, from their early childhood, using at least two different
languages. Yet, as is well-known, there are many definitions of ‘bilingual-
ism’, according to such differing criteria as the level of competence or the
amount of language use (Romaine, 1995: 11–19); in fact, from a broader
perspective, some scholars conceive of SLA as just a particular form of
bilingualism.

The intersection of SLA and bilingualism becomes even clearer if one
takes into account two additional criteria, namely the relative acquisi-
tional chronology in the bilingual’s biography and the specific medium
of verbal communication (i.e. the distinction between spoken and
written language). As far as speech is concerned, some people acquire
language A as their mother tongue and then learn language B as a
second language at school, but the spoken second language may turn
out to be the first language through which literacy is achieved. This
happens in quite a few diglossic situations, typically in linguistic min-
orities and in migrant communities. For instance, the children of the
6–8 million or so Moroccans who speak a Berber language normally
learn to write Arabic as a first language at school, and the same situation
holds for the 12 million or so Kurds who are predominantly literate in
the Turkish language. As regards migrants, we must often rely on esti-
mates, but it is reasonable to assume that the majority of the 40 million
Hispanics in the USA have acquired literacy in English, not in Spanish;
at least, this is supposed to apply to those born in North America. Now,
if language A cannot build on an orthographic norm and a literacy tra-
dition, language B often remains the sole code available for the purpose
of written communication. In other circumstances, bilinguals may learn
to write language A only after language B, so that – from a chronological
point of view – the spoken first language A becomes a second language in
writing.

We may suppose that neither of these scenarios, i.e. the complete lack
of literacy or the acquisition of limited writing skills in the mother tongue,
is unusual in the European context, given the existence of large immigrant
communities in several countries. Up to now, researchers have mainly
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dealt with topics such as bilingual speech or spoken language attrition
(Extra & Verhoeven, 1993, 1999); little attention has yet been paid to the
bilinguals’ knowledge of their writing systems.

When considering the different types of writing system used by bilin-
guals, one finds a broad variety of contact situations. Taking a European
perspective, we may imagine the paths indicated in Table 7.1 towards the
acquisition of a second language writing system.

The examples of languages and/or writing systems in the second and
fourth columns are purely hypothetical and not linked to any real socio-
linguistic context. Logically speaking, more contact patterns are possible,
if one also takes into account the chronology or ‘direction’ of learning (for
example, if the learner passes from a logographic script to a phonographic
one, or vice versa). It is reasonable to assume that the ‘distance’, or the
number of differences between the two writing systems, determines the
degree of difficulty and the possibilities of interference in the acquisition
process. The difficulties are probably greatest when one writing system is
phonologically based and the other is not: consider the case of Chinese
children living in the UK who start to memorise characters while
already being familiar with the Roman alphabet. The second case, i.e.
the mastering of a non-alphabetic but still phonographic writing system
(e.g. a syllabary like katakana) is supposed to require less cognitive
effort for a person literate in a western European language; still, this scen-
ario is not supposed to be very frequent.

Instead, the third contact pattern – when two different alphabets are
used by bilinguals – does occur among migrants. Such a situation has
been investigated in Berkemeier’s (1996) research on the children of
German mothers living in Thessaloniki; these subjects were already fam-
iliar with Greek orthography and Cyrillic characters when they learnt to

Table 7.1 Types of contact between writing systems

First writing
system Example

Second writing
system Example

Phonographic Roman
(German)

Logographic Chinese

Phonographic:
alphabetical

Cyrillic
(Russian)

Phonographic:
syllabic

Hang’ul
(Korean)

Alphabet 1: Greek Greek Alphabet 2:
Roman

French

Alphabet 1: Roman Spanish Alphabet 2:
Roman

Swedish
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write German using the Roman alphabet. The same language pair appears
in Hampel’s (2000) study of the attrition of German orthography among
Greek children who first went to school in Munich and then re-migrated
to their home country. Both researchers reported several types of interfer-
ence from the Cyrillic alphabet on the children’s spelling of German.

The present study addresses the fourth pattern of contact, where both
languages are written in the Roman alphabet. More precisely, it will deal
with the spelling of the mother tongue by Italian children who live in
German-speaking Switzerland. Little research seems to have been done
on scenarios of this sort, perhaps the most common in western Europe.
Nevertheless, one can quote Luelsdorff’s extensive work (1986, 1991) on
the spelling of English by German adolescents who are regarded as ‘bilin-
gual spellers’, even if English clearly constitutes a foreign language for
them. Not surprisingly, this research revealed a strong influence of
German orthography on the L2 writing of English.

Italian Migrant Children in Switzerland

Despite a popular belief, most of the 7.3 million inhabitants of
Switzerland are not ‘naturally’ multilingual. Instead, the country is
divided into three monolingual regions (German, French, Italian, includ-
ing both standard and regional varieties); only the Rhaeto-Romance citi-
zens are reasonably bilingual with German. From a quantitative point
of view, speakers are distributed as follows: German (63.6%), French
(19.2%), Italian (7.6%), Rhaeto-Romance (0.6%), other languages (9%).

In fact Italian is an immigrant language as well, since it is spoken by
more than 200,000 people in the German-speaking part of the country,
where more than half of them are born. These second-generation immi-
grants typically claim to have acquired Italian as their first language in
early childhood. In some families, an Italian dialect is also spoken at
home, but most frequently the children have only a passive competence
in it, since their parents have brought them up with a (non-standard)
regional variety of Italian. It is important to note that these varieties of
Italian do not coincide with the Italo-Romance dialects (which are auton-
omous linguistic systems), even if they are heavily influenced by them, in
particular as far as pronunciation is concerned (Lepschy & Lepschy, 1977);
in this respect, the parental dialects do have an indirect influence on the
regional accent of the children’s Italian. On the local side of the linguistic
repertoire, the first variety to be acquired is Swiss German, which is used
for a wide range of communicative needs; therefore, the dialect of the host
society is spoken rather early in interaction among peers, for example at
kindergarten. Standard German is taught later as a formal language at
primary school; however, it is the first language in which literacy is
achieved. Not all Italian children are given the opportunity to receive a
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formal education in their mother tongue: lessons in Italian – from two to
four hours per week – are not obligatory; they start one year later and
often take place in the pupils’ spare time. As a consequence, their literacy
is much more developed in German than in Italian.

To summarise, the children of Italian immigrants in German-speaking
Switzerland are faced with a double diglossia, namely that of their ethnic
group (which opposes the Italian language to an Italian dialect) and that
of the country they are living in, which embraces both Swiss German and
Standard German. The structure of this sociolinguistic repertoire can be
characterised according to six parameters, shown in Figure 7.1, namely
the order of acquisition and the level of competence for both spoken
and written languages, as well as the dimensions of emotive preference
and social prestige (De Rosa & Schmid, 2002a).

The 4-point-scales follow from the answers provided in a sociolinguis-
tic questionnaire by the subjects of this study: a value of 1 corresponds to
the variety which has been acquired first and is spoken most often,
whereas a value of 4 indicates the latest acquired and less spoken
variety (points 0 and 5 are simply artefacts of the diagram, since they
do not form part of the questionnaire). For instance, on the basis of the
first two parameters – order of acquisition and level of competence in
spoken language – Italian and Swiss German can be regarded as the
two central varieties of the repertoire (which are also most frequently
employed in everyday life); in fact, code-switching between these two
varieties is a widespread phenomenon in peer-group communication

Figure 7.1 The sociolinguistic repertoire of the Italian/Swiss German
bilinguals
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(Schmid, 1992, 1993). As regards speaking, we note a shift from the ethnic
varieties acquired first – Italian and Italian dialect – towards the varieties
of the host society (Swiss German and German), in which a better level of
competence is achieved. In writing, however, Standard German prevails
over Italian both in acquisition order and in level of competence. A
certain contrast between the ethnic and the local varieties follows again
from the last two parameters, in that the Italian part of the repertoire is
given a clear emotive preference over the German varieties, which, by
contrast, are judged to have a greater social prestige.

Let us now illustrate some of the spelling problems faced by these sub-
jects by commenting on typical errors found in their dictations (see
below). Following a traditional error analysis approach (see, for
example Lado, 1957: 93–109, chapter on ‘How to compare two writing
systems’), we discover three types of misspellings. First, there are pro-
blems due to certain structural properties of Italian orthography itself.
Compared to French or English, the Italian language is commonly
believed to be quite ‘easy’ to spell (and also to pronounce since its ortho-
graphy adheres rather closely to the alphabetical ideal of a one-to-one-
relationship between sounds and letters; etymological and morphological
factors play only a marginal role (Lepschy & Lepschy, 1977)).

Nevertheless, the Italian spelling system contains a certain amount of
allography, i.e. alternative correspondences for the same phoneme. For
instance, the phoneme /k/ corresponds to three allographs <c>, <ch>
and <q>, depending on the phonotactic context. The letter <c> is required
before the front vowel /a/ and the back vowels /o/ and /u/, whereas <ch> is
used before the front vowels /e/ and /i/ (compare the words <casa>
‘house’, <cosa> ‘thing’, <culla> ‘cradle’ with <che> ‘what’ and <chi>
‘who’, all pronounced with initial [k]). The allograph <q> occurs only
before the approximant /w/ (for example in <questo> ‘this’), which in
turn is expressed by the same grapheme <u> as the vowel /u/.

In our data we find misspellings such as «cuelo» and «squdiero»2

instead of <quello> and <scudiero> (Figure 7.2, lines 3 and 5), which
testify to the difficulty of choosing between the allographs <c> and <q>
before the letter <u>, as the child has not yet grasped the graphemic cor-
ollary of the phonological distinction between vowel and approximant.
Misspellings of this kind are supposed to occur also in the writing of
monolingual Italian children, in that they reflect an inherent problem of
the orthographic norm, i.e. the lack of bi-uniqueness in grapheme–
phoneme correspondences.

Bilingual children have to face a second difficulty as a result of their
acquaintance with the writing systems of two languages. Any person
who writes a second language with the Roman alphabet knows that spel-
ling systems differ considerably in the way letters correspond to sounds.
Not only may the other language present new phonemes, but the two
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orthographies may use different graphemes for almost identical speech
sounds; moreover, they often present different types of allography. For
instance, Italian uses only one grapheme <f> for the sound /f/, against
the two German allographs <f> and <v> (the voiced labiodental fricative
/v/ is expressed by <w>: compare <Vater> ‘father’ with <Wasser>
‘water’). In the bilingual child’s dictation, the German <f v> allography
underlies the misspelling «vorti» of the Italian word <forti> (Figure 7.2,
line 4). Conversely, the phoneme /S/ is expressed in German orthography
with a trigraph <sch>, whereas Italian presents two allographs <sc> and
<sci> according to the place of articulation of the following vowel (front
versus back): again, in the bilinguals’ dictations, we find the ‘German’
spelling of Italian words as in «restituische» instead of <restituisce>.
Finally, a rare but clear type of interference appears with the use of
upper-case letters for nouns, a German orthographic rule not shared by
Italian (see the word «Topo» ‘mouse’ in line 2 of Figure 7.2).

However, in the bilinguals’ dictations, we find a considerable number
of misspellings that are of yet another kind. Note, for instance, the spel-
lings of «squarto», «spalio» and «depoli» (lines 1, 3 and 4 of Figure 7.2)
instead of <sguardo>, <sbaglio> and <deboli>; the fairly frequent substi-
tution of the graphemes «p c» for <b g> points to a phonological problem
related to the voicing contrast. Another error type involves the simplifica-
tion of double consonants, as in «atento», «cuelo» and «castelo» instead of
<attento>, <quello> and <castello> (lines 1, 3 and 6 of Figure 7.2). As we
will see, however, the opposite kind of error also occurs, i.e. the replace-
ment of <c> with «g» or the doubling of singleton consonants.

The present study focuses on this type of misspelling, trying to single
out the various mechanisms which underlie the children’s written
language production. The basic research question concerns the relation-

Figure 7.2 Italian dictation by a bilingual child living in German-
speaking Switzerland
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ship between orthographic and phonological competence: to what extent
are misspellings determined by phonological factors? The second
research question is more general and addresses the overall structure of
the bilinguals’ linguistic knowledge. Our methodological concern is
twofold: on the one hand, we want to point out the advantage of a pho-
nological analysis that looks both at abstract features and at their phonetic
implementation; on the other hand, it is fruitful to consider the whole
sociolinguistic repertoire of the bilinguals, taking into account both stan-
dard and substandard varieties.

A Sketch of Contrastive Phonological Analysis

In order to fully understand the many ways in which consonants like
/p/ and /b/ are realised in the bilinguals’ repertoire, we need to compare
four language varieties: Standard Italian, Standard German, Swiss
German and regional Italian. Such a comparison must take into account
not only phonemic contrasts, but also allophonic rules. Moreover, the
abstract feature analysis has to be complemented by a closer examination
of the phonetic realisation of these speech sounds. Together with the
feature [+voice], it becomes necessary, here, also to consider the feature
[+tense].

The phoneme inventory of Standard Italian heavily exploits the con-
trast between voiceless and voiced obstruents, as one can see from the fol-
lowing minimal pairs (see Schmid, 1999: 135–8); the examples in (1)
oppose the six plosives /p/ � /b/, /t/ � /d/ and /k/ � /g/, whereas those in
(2) illustrate the distinctiveness of voicing in the labiodental fricatives
/f/ � /v/ and the palato-alveolar affricates /tS/ � /dZ/ (we do not consider
here the contrasts between the alveolar fricatives and affricates /s/ � /z/
and /ts/ � /dz/, given their minor functional load).

(1) / 0pasta/ ‘pasta’ � / 0basta/ ‘it is enough’
/ 0mOto/ ‘movement’ � / 0mOdo/ ‘manner’
/ 0kallo/ ‘corn, horny skin’ � / 0gallo/ ‘cock’

(2) / 0fOøøo/ ‘leaf’ � / 0vOøøo/ ‘I want’
/ 0tSiøøo/ ‘lid’ � / 0dZiøøo/ ‘lily’

The opposition between the five pairs of phonemes – all identical with
regard to place and manner of articulation – relies on the distinctive
feature [+voice]. Moreover, this phonological contrast is implemented
phonetically in a straightforward manner, by means of the absence
versus presence of vocal-fold vibration during the closure/stricture
phase of the obstruent; a periodic signal shows up in acoustic represen-
tations of these consonants, clearly visible as a ‘voice bar’ in the lower fre-
quency range of a spectrogram (Albano Leoni & Maturi, 1995).
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The situation in Standard German is somewhat more complex, in par-
ticular so far as the correspondence between the abstract phonological
feature [+voice] and its phonetic realisation is concerned. According to
current phonological analyses (e.g. Wiese, 1996: 10, 23), Standard German
also opposes a series of voiceless obstruents to a series of voiced obstru-
ents, as appears from the minimal pairs in (3) and (4):

(3) /paIn/ ‘pain’ � /baIn/ ‘leg’
/tORf/ ‘peat’ � /dORf/ ‘village’
/kUs/ ‘kiss’ � /gUs/ ‘melting (of a metal) – founding’

(4) / 0fa:R@n/ ‘drive, ride’ � / 0va:R@n/ ‘goods’

Nevertheless, the feature [+voice] gives rise to different surface forms,
according to a variety of factors, depending both on the speaker (regional
provenance, idiosyncratic behaviour) and on structural properties, such
as the phonotactic position and the manner of articulation of the conso-
nant (see Jessen (1998) for an extensive research review). It appears that
the plosives /b d g/ are often pronounced without any participation of
the vocal folds at all (thus as [b8 d8 g

8
]), in particular at the beginning of

an utterance, whereas the fricatives /z v/ are more likely to be voiced,
especially in inter-vocalic and word-internal position. Word-initially, the
contrast between /b/ and /p/ is guaranteed by means of an audible
aspiration phase after the release of the unvoiced stop (as in English);
thus, the word /paIn/ is pronounced as [phaIn]. In syllable-final position,
underlying voiced obstruents are devoiced by a phonological rule of
neutralisation, the so-called Auslautverhärtung (Wiese, 1996). Thus, all in
all, the frequency of fully voiced obstruents in Standard German is
rather low.

As a consequence of this rather complex picture, some German phone-
ticians differentiate between the two series of obstruents in German on the
basis of the feature [+tense] and its basic phonetic correlate, aspiration
(see, e.g. Jessen, 2001; Kohler, 1984). Here, we will reserve this feature
for the slightly different pattern of Swiss German. What counts for the
purpose of our contrastive analysis is the fact that obstruents of Standard
German can be pronounced with vocal-fold vibration during the closure
or stricture phase, something which will never occur in Swiss German
dialects.

At this point, a brief excursion into the history of phonological theory is
in order. It is worth noticing that [+tense] already figures in the list of dis-
tinctive features established by Jakobson et al. (1952: 36), who claim that
‘in consonants, tenseness is manifested primarily by the length of their
sounding period, and in stops, in addition, by the greater strength of
the explosion’. Twelve years later, the first two of the founding fathers
of distinctive feature theory dedicate an essay on tenseness to Daniel
Jones; in it, they state that ‘a typical example of tense and lax stops and
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fricatives, all of them produced without any participation of voice, is pro-
vided by the Swiss German consonantal pattern’ (Jakobson & Halle, 1964:
100); in this view, ‘tense’ and ‘lax’ are synonymous with the terms fortis
and lenis introduced by the Swiss dialectologist Josef Winteler (1876: 25).

Indeed, Swiss German lacks voiced obstruents altogether, instead
establishing a phonemic opposition between tense and lax obstruents,
which is exploited in numerous minimal pairs (in this case, from the
dialect of Zürich):

(5) / 0hu:p@/ ‘horn’ � / 0hu:b8@/ ‘bonnet’
/ 0l‰t@/ ‘lath’ � / 0l‰d8@/ ‘shop’
/kE:/ ‘given’ � /g

˚
E:/ ‘(to) give’

(6) / 0h‰s@/ (to) hate’ � / 0h‰z8@/ ‘hare’
/ 0of@/ ‘open’ � / 0ov8@/ ‘oven’

As has been proved by acoustic measurements and perception exper-
iments, this contrast is realised phonetically mainly through a contrast
of duration between the two types of consonants; in disyllabic words,
for example, the average duration of a post-vocalic tense consonant is
2.7 times as long as that of a lax consonant in the same position (Willi,
1996). Moreover, on the spectrograms of the lax plosives, no voice bar
can be found (Willi, 1996).

Now, quite astonishingly, the same phonetic type of consonant also
occurs in regional varieties of Italian, but with a different phonological
status. In fact, some varieties of southern Italian differ from the standard
language, in that they have two additional allophonic rules converting
tense voiceless sounds into lax ones (Lepschy & Lepschy, 1977: 71–2;
Schmid, 1999: 151–2; De Rosa & Schmid, 2000: 59–63).

(7)
�sonorant
�voice
þtense

2

4

3

5 �! ½–tense�=V

(8)
�sonorant
�voice
þtense

2

4

3

5 �! ½–tense�
�consonantal
þnasal

� ��

Rule (7) applies to a wide range of central and southern varieties of
Italian. It states that an unvoiced obstruent is realised as lax (i.e.
[–tense]) when it occurs after a vowel: for instance, Standard Italian
<poco dopo> ‘a moment later’ is pronounced as [ 0pO:g

˚
o 0dO:b8o]. Accord-

ing to rule (8) – which applies only to the south of Italy, not to the centre –
an unvoiced obstruent is realised as lax when it occurs after a nasal: for
instance, Standard Italian <tanto tempo> ‘much time’ may be realised
as [ 0tand8@ 0d8Emb8@]. This rule is variable to some extent, in the sense that
sometimes the lax allophone may also be at least partially voiced.
Neither process applies only word-initially, but they also apply across
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word boundaries; rule (7) is blocked only by another well-known sandhi
process of Italian, the so-called raddoppiamento fonosintattico (phonosyn-
tactic doubling) (Lepschy & Lepschy, 1977: 65–7).

The last type of misspelling we saw in Figure 7.2 has to do with double
consonants. Also with regard to geminates, we find three different struc-
tural solutions in the repertoire of our bilinguals.

As is well-known, Italian has fully phonological geminates, which
show up in numerous quasi-minimal pairs (Lepschy & Lepschy, 1977:
63; Schmid, 1999: 168–9).

(9) / 0nOte/ ‘notes’ � / 0nOtte/ ‘night’
/ 0kasa/ ‘house’ � / 0kassa/ ‘cashbox’

(10) / 0kade/ ‘he/she falls’ � / 0kadde/ ‘he/she fell’
/ 0beve/ ‘he/she drinks’ � / 0bevve/ ‘he/she drank’

This holds true for 15 out of 21 consonants in Standard Italian, the excep-
tions being /z/, which exists only as a singleton consonant, and /S fi ø ts
tz/, which occur inter-vocalically only as geminates. Note, in particular,
that geminates are not restricted to unvoiced obstruents, but frequently
occur with voiced obstruents, as shown by the minimal pairs in (10). The
regional varieties of central and southern Italy basically maintain the
same pattern, with some minor differences; for instance, two additional
consonants are ‘intrinsically’ long, namely /b/ and /dZ/ (Lepschy &
Lepschy, 1977: 70; Schmid, 1999: 169). Phonetically, the gemination contrast
relies almost entirely on the time domain of the closure/stricture phase, the
durations of geminates being close to twice those of singletons (Esposito &
Di Benedetto, 1999; Giovanardi & Di Benedetto, 1998).

In Standard German, by contrast, the graphemic double consonants
only serve as a means of signalling phonologically short vowels, as we
see from the minimal pairs in (10):

(11) <Ratte> /0Rat@/ ‘rat’ � <rate> /0Ra:t@/ ‘(I) advise’
<schaffe> /0Saf@/ ‘(I) create’ � <Schafe> /0Sa:f@/ ‘sheep (pl.)’
<Kamm> /kam/ ‘comb’ � <kam> /ka:m/ ‘(he/she) came’

Note that the double consonants of Standard German are always pro-
nounced as short (DUDEN, 2000: 69–106).

As to the Swiss German dialects, the existence of geminates or the pho-
nological status of consonantal length is a matter of theoretical debate,
since there are at least four ways to analyse the traditional fortis/lenis con-
trast. One possibility is to maintain that the long obstruents of Swiss
German are real geminates, which are one of the possible manifestations
of the feature specification [þtense] (Jessen, 2001; Kohler, 1984). A second
view dispenses with the feature [+tense], instead interpreting the dura-
tional differences between the two types of obstruents as a binary contrast
between geminates and singletons, as claimed in Kraehenmann’s (2001)

194 Writing a Second Language Writing System



study on the Turgovian dialect. A third proposal is based on a three-way
opposition between lax, tense and geminate tense consonants; according
to Ham (2001: 52), this pattern characterises the Bernese dialect. It lies
beyond the scope of this study to evaluate these different proposals,
also given that there are indeed considerable differences among Swiss
German dialects as far as consonant length is concerned (Dieth &
Brunner, 1943). Instead, a fourth alternative is adopted, in line with a
more traditional understanding of the dialect spoken by our subjects;
this solution dispenses with geminates, simply assuming a binary con-
trast between tense and lax obstruents (Willi, 1996: 19).

The interpretation of durational differences between speech sounds
of the same category not only constitutes an analytical difficulty for
the linguist but it also probably raises a serious problem for a bilingual
who has to cope with such considerable structural diversity in four
phonological systems. As we have seen, the duration of closure/stric-
ture not only provides the relevant acoustic cue for the distinction
between geminates and singletons in Italian, but it also constitutes –
in our view – the main phonetic correlate of the feature [+tense].
There is, however, more to it than that: to a minor extent, a difference
in duration even characterises the contrast between unvoiced and
voiced obstruents. According to a phonetic universal based on physio-
logical constraints, we can predict that, other things being equal, a
voiced stop is shorter than a voiceless one (Maddieson, 1997: 624–7).
In a sense, tenseness normally goes with voicelessnes, whereas
laxness accompanies voicing. In Standard Italian and, by and large,
also in Standard German, a negative correlation exists between the dis-
tinctive feature [+voice] and the redundant feature [+tense]. Swiss
German, on the other hand, has abandoned the [+voice] contrast by
converting [+tense] into a distinctive feature.

Therefore it is possible that, in the bilinguals’ language production,
gemination interferes with the realisation of the features [+voice] and
[+tense]. But even if we leave aside the geminate versus singleton con-
trast, the varieties of the repertoire still vary enough to create mispercep-
tions or reinterpretations. Table 7.2 gives an overview of the contrastive

Table 7.2 The features [+voice] and [+tense] in the bilinguals’ repertoire

Standard
Italian

Regional
Italian

Standard
German

Swiss
German

–voice, þtense /p/ [p] /p/ [p] /p/ [p ph] /p/ [p]

–voice, –tense [b8] [b8] /b8/[b8]

þvoice, –tense /b/ [b] /b/ [b] /b/ [b]
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analysis, demonstrating how the combinations of two features [+voice]
and [+tense] result in three types of speech sound, which in turn are
exploited differently in the four phonological systems. In particular, the
intermediate category [–voice, –tense] serves as an allophone for oppo-
site poles, belonging to the upper part in the Italian diasystem and to
the lower part in the German diasystem.

In order to verify how the structural discrepancies between these pho-
nological/graphematic systems are handled by bilinguals, classroom
research was carried out, to be presented below.

Testing the Bilinguals’ Spelling and Pronunciation: Two
Classroom Experiments

Data were collected from 24 Italian children, living in a village on the
lake of Zürich and aged from 12 to 15 years. This means that they have
had extensive instruction in written German for 6–8 years, whereas the
exposure to written Italian has been limited to a shorter span of time
with regard both to the number of years and the amount of lessons per
week (see above). As regards the regional origin of the families, it is import-
ant to note that the overwhelming majority of the parents come from
southern Italy, in particular from Calabria (De Rosa & Schmid, 2002a: 216).

In order to analyse the children’s realisations of Italian obstruents, we
ran two experiments to elicit both written and oral data during the Italian
language course. Twenty sentences were first read in a dictation exercise
by the teacher (a native speaker from northern Italy) and written down by
the pupils; subsequently, the children were recorded in a separate room
while reading the same 20 sentences aloud. This material, which is
reported in De Rosa and Schmid (2002a: 239–40), contains different
kinds of obstruents occurring in 190 contexts, so that the subjects pro-
duced voiced and unvoiced obstruents, both as single consonants and
as geminates. The obstruents occur in eight different phonotactic contexts,
namely word-initially before vowels (#CV), word-initially after sibilants
(#SC), between vowels both as single consonants (VCV) and as geminates
(VCCV), before and after liquids (CL, LC), and finally after nasals (NC).
All in all, this procedure yielded a corpus of 9120 tokens, i.e. 4560
written words and 4560 spoken words (the quantitative distribution of
the contexts is illustrated in De Rosa and Schmid, 2000: 53–64). The evalu-
ation procedure of the data consisted of an error analysis of the dictations
and an auditory analysis of the pupils’ tape recordings.

In the following discussion, the findings will be presented first from a
qualitative and then from a quantitative point of view.

A first type of restructuring in the bilingual phonological and graphe-
matic system of Italian shows up when the lax allophones – [b8 d8 g̊] etc. –
of the regional varieties are related to the voiced obstruents of Standard
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Italian /b d g/. Both in spelling and in reading, we do indeed find cases
where a process of lenition applies to voiceless obstruents occurring
after vowels.

In the dictations, the pupils represent /p t k tS/with the graphemes «b d g
gi», which correspond to the homorganic voiced phonemes. This is in
accordance with their similar behaviour in the reading task, where the allo-
phonic rule described in (7) leads to the lax, but voiceless, realisations [b8d8 g̊].

As a reaction against this natural tendency, [b d g] may be considered
as mere variants of their unvoiced counterparts /p t k/; this leads to an
inverse application of the allophonic rule (7).

The phonosyntactic context of <giudicarlo> is intervocalic (<non puoi
giudicarlo> ‘you can’t judge it’), whereas the first name <Gabriele> occurs
at the beginning of the sentence. The two different pronunciations of <giu-
dicarlo> indicate that we must distinguish two different outputs of the
devoicing process, depending on whether the resulting consonant is
fully devoiced and tense (a clear case of hypercorrection) or devoiced
and lax (like a Swiss German lenis sound).

As is to be expected on the basis of rule (8), the bilinguals also show
instances of lenition/voicing in the postnasal context (Table 7.5) (in the
corpus, /p/ and /k/ do not occur in this position, so that the allophonic
process could not apply).

In this context, too, we find the same contradictory behaviour as
after vowels, since a hypercorrect reflex produces the devoicing of voiced
consonants (Table 7.6).

The grapheme «c» in «incusto» represents the phoneme /tS/; similar
misspellings are rather frequent, owing to the lack of bi-uniqueness
between the phonemes /tS/ and /dZ/ and the corresponding graphemes
<c>, <ci> and <g>, <gi> (see Introduction).

As regards plosives after word-initial sibilants, we only observe
devoicing (Table 7.7).

This result points to interference from Swiss German phonotactics,
where lax sibilants are not allowed to occur in such a context; therefore,
the feature [–tense] of the alveolar sibilant spreads towards the following
consonant.

Similarly, a Swiss German pattern may intervene in the substitution of
the voiced double consonants of Italian with tense singleton consonants,
given that both Italian geminates and the Swiss German [+tense] contrast
rely on a durational difference (Table 7.8).

For instance, the realisations of <giubbotto> indeed show a double
degemination of /b/ and /t/, both in spelling and in pronunciation.
Additionally, in <pioggia> and <protegge> the voiced geminate /dZ/
undergoes not only degemination, but also ‘devoicing’.

Conversely, we also find the opposite process, i.e. the hypercorrect
gemination of singleton consonants (Table 7.9).
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It is reasonable to assume that most of these examples are due to hyper-
correction, with some exceptions. As regards <deboli>, we can attribute
both the phonetic and the graphetic realisation of /b/ to the regional
norms of southern Italy, where intervocalic /b/ is always long; in the
case of <spazio>, too, the actual spelling is motivated by the real pronun-
ciation of intervocalic /ts/ not only in southern varieties, but also in Stan-
dard Italian (see above).

Moving on to a quantitative evaluation of the data, we first have to
emphasise the very low percentage of deviations, which modifies the
rather dramatic impression given of the dictation in Figure 7.2: with
regard to the entire corpus, there are only 5.13% of spelling errors in
the dictation exercise, and 7.89% of deviant pronunciations in the
reading task. If we now compare the different phonological processes in
the dictation and in the reading task, the picture in Figure 7.3 arises.

Note that the two weakening processes of voicing and lenition are dis-
tinguished only in speech, where indeed we can observe three different
types of sound, namely tense unvoiced, lax unvoiced and lax voiced
(e.g. [t], [d8] and [d]); conversely, the graphic code forces subjects to
make a binary choice between <t> and <d>, no grapheme being available
for the intermediate category. This is why Figure 7.3 contains no score for
lenition.

Now the results of our analysis show that voicing and lenition together
represent the most frequent processes in reading (171 tokens), but affect
spelling to a lesser degree (only 38 tokens). The opposite process of

Figure 7.3 Total number of deviations revealing phonological processes
in Italian dictation and reading
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devoicing is present to more-or-less the same extent in dictations and in
reading (76 and 95 tokens, respectively). Subjects appear to apply the allo-
phonic rules (7) and (8) of southern Italian varieties in oral production,
whereas they tend to avoid them in writing. The devoicing process
results from two factors: namely, hypercorrection in the case of a fully
tense devoiced consonant, or interference from Swiss German if the
obstruent is realised as devoiced, but with a lax articulation.

The insecurity apparent with the voicing versus devoicing problem
mainly affects pronunciation, whereas the contradictory behaviour
related to gemination and degemination is more evident in the dictation
task. However, the clear preference for degemination (89 tokens) might
reflect a merely graphetic tendency to simplify double consonants and
is not necessarily based on an underlying phonological representation.
Similarly, the few cases of gemination (27 tokens) can be interpreted as
a symptom of hypercorrection and orthographic insecurity; however,
some graphetic double consonants do reflect underlying geminates, in
particular as far as post-vocalic /b/ and intervocalic /ts/ are concerned.

Let us now consider the different phonotactic positions in which the
consonants under analysis may occur. Figure 7.4 shows the percentages
of deviations in relation to eight different contexts:

(1) word-initially before a vowel (#CV) like <p> in <le pecore>;
(2) after a word-initial sibilant (#SC) like <b> in <sbaglio>;
(3) between two vowels (VCV) like <d> in <giudicarlo>;
(4) as an intervocalic geminate (VCCV) like <tt> in <sbatte>;

Figure 7.4 Deviations in Italian dictation and reading according to
context (%)
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(5) as a geminate between vowel and liquid (VCCL) like <bb> in
<pubblicità>;

(6) after a liquid (LC) like <z> in <alza>;
(7) before a liquid (CL) like <p> in <prende>;
(8) after a nasal (NC) like <d> in <prende>.

Thus, a quantitative error analysis according to the phonotactic con-
texts largely confirms the foregoing analysis. In reading, deviations
mainly occur with singletons after vowels and nasal consonants,
whereas in the dictation task, geminates clearly constitute the critical
point. As an example, consider the VCCL context, where half of our
sample has simplified the double <bb> in the word <pubblicità> ‘adver-
tising’.

At this point, one might ask whether there is a quantitative relationship
between deviations in reading and spelling errors in the individual sub-
jects: do the ones with many errors in the dictation show the same kind
of phenomena in their pronunciation?

The answer that emerges from Figure 7.5 is clearly negative. This figure
shows a scattergram of subjects’ scores for reading (on the x-axis) plotted
against scores for dictation (on the y-axis); a clear correlation between the
two would be indicated by a ‘steep’ regression line and a high coefficient

Figure 7.5 Subjects’ deviations in Italian dictation and reading
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of determination (R2 close to 1). Instead, the graph clearly reveals the
absence of any quantitative correlation between orthographic and pho-
netic competence, indicated by the very ‘flat’ linear regression and the
very low coefficient of determination (R2

¼ 0.0012). In fact, there are sub-
jects with a rather standard-like pronunciation who make many spelling
mistakes – for instance, with 11 deviations in the reading task and 34 in
the dictation. But there are also subjects with high orthographic compe-
tence but clearly non-standard pronunciation, with six deviations in the
dictation and 30 in the reading task (see De Rosa & Schmid (2002a:
222–38) for the profiles of the individual pupils).

Discussion

Do the spelling errors of Italian-Swiss German bilinguals have a pho-
nological basis? Considering the results of the two classroom experi-
ments, we can give a positive answer to the basic research question of
this study. Obviously, the relationship between orthographic and phono-
logical knowledge in bilinguals is not simple and deterministic, but there
is evidence that at least some spelling errors are phonologically motiv-
ated. In particular, the voicing or devoicing of obstruents can be attributed
to a difference in phonological structure between the four varieties of the
bilinguals’ repertoire, which mainly derives from the different distri-
bution and status of the features [+voice] and [+tense]. Nevertheless,
there is no direct quantitative correlation, whether we consider the
corpus as a whole or we look at the spelling and reading of the individual
subjects.

Moreover, the well-known phenomenon of hypercorrection has to be
taken into account. In fact, there are two main strategies in dealing with
the speech–spelling mismatch: either spellers keep as close as possible
to the phonetic surface, or they try to inhibit the influence of the spoken
(native) language on their writing. The same contradictory behaviour
emerges in the way German spellers of English cope with their native
rule of final obstruent devoicing: on the one hand, we find examples of
‘phonetic realism’, as appears from the devoiced final stop in «fint»
instead of «find», but there are also attempts to realise graphetically a
hypothetical underlying form, which lead to forms like «mead» instead
of <meat> (Luelsdorff, 1991: 52). This second strategy testifies to the exist-
ence of a ‘phonological awareness’ in the acquisition of a second language
writing system; from a developmental perspective, it reveals that some
sort of learning is taking place at this stage.

It is true that some spelling errors, such as the simplification of
geminates, could be motivated mainly by graphetic factors: writing one
consonant instead of two obeys a sort of graphetic ‘law of least effort’.
However, if degemination is accompanied by devoicing (e.g. /dZdZ/ > /tS/
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in both the graphetic and the phonetic performance of Italian, it is likely to
derive from contact with the phonological system of Swiss German,
which dispenses with both voiced obstruents and geminates, instead
using a longer closure duration as a cue for tenseness.

Taking as proven the strong phonetic and phonological bias in the spel-
ling of our subjects, we may now turn to the second, more general
research question: what are the driving forces in shaping the bilinguals’
phonological representations of Italian? An initial finding to be stressed
lies in the rather high standard of their spelling. Moreover, it appears
that the main interference with the norms of Standard Italian does not
come from the German part of the repertoire, but rather from the regional
varieties of southern Italy. Above all, it is the latter model which leads to
non-standard pronunciation and instances of hypercorrection.

Additional evidence for the strong influence of regional pronunciation
norms comes from other allophonic processes appearing quite often in the
speech of these children, like the intervocalic spirantisation of /tS/ or the
affrication of /s/ after sonorants (De Rosa & Schmid, 2003: 175–6). In
addition, many of the spelling errors found in our corpus have been
detected in the writing of ‘semi-literate’ persons from central and
southern Italy. Substitutions of, say, <t> with «d» (and vice versa) or of
<tt> with «t» (and vice versa) are widely documented in letters of
Italian prisoners of World War I and in autobiographies of foreign
workers in Switzerland (see De Rosa & Schmid, 2000: 67–8 and references
quoted therein).

To a lesser degree, however, interference from Swiss German does also
occur. One typical pattern is the above-mentioned reinterpretation of
voiced geminates as unvoiced singletons. A second example involves
devoicing after word-initial sibilants, due to the transfer of a phonotactic
constraint of Swiss German. A third case concerns the relatively frequent
devoicing of the type /dZ/! /tS/, given that the Swiss German phoneme

Figure 7.6 Two types of merging
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inventory has no lax counterpart of the tense palato-alveolar affricate
(Keller, 1961: 45, 51).

To conclude, it might be interesting to interpret our findings in the light
of a more general consideration of the linguistic competence of bilinguals.
The last decade has seen a growing interest in aspects of ‘bilingual’
phonology and phonetics, which has led both to a substantial body of
empirical research and to the formulation of a number of theoretical
models. In this field, the overlapping of bilingualism and SLA is
particularly striking, as can be seen from the reviews of the literature in
Laeufer (1997), Yavas (1998: 193–231), Obler and Gjerlow (1999: 123–8)
and Guion (2003: 98–102); nevertheless, the useful bibliographies pro-
vided by Joaquim Llisterri try to separate the two phenomena (http://
liceu.uab.es/%7Ejoaquim/).

It lies beyond the scope of this contribution to compare our findings
with such a large variety of studies; instead, we will concentrate on one
specific model proposed by Christiane Laeufer (1997). Drawing on
Weinreich’s (1953) ground-breaking ideas, this author proposes a typo-
logy of bilingual phonological systems, basically distinguishing between
‘coexistent systems’, ‘super-subordinate systems’, and ‘merged systems’;
a similar typology, called the ‘integration continuum’, has been proposed
in Cook (2002).

According to Laeufer’s model, the simultaneous acquisition of two
languages in different social contexts leads to the development of ‘coex-
istent systems’, which function in rather independent ways. This would
apply in the case of an ‘ideal’ bilingual who has learnt the two languages
in separate environments since his or her early childhood and has
achieved a native-like competence in both of them. By contrast, foreign
language learning in a formal setting typically yields ‘super-subordinate
systems’, where the perception and storage of an L2-phonology is
strongly based on the representations of the first language, leading to
the well-known phenomenon of ‘foreign accent’. Finally, individuals
who learn two first languages at the same time are supposed to
develop a ‘merged system’, where one and the same phonological
system is associated with different phonetic implementations for the
two languages. This type of bilingual system may arise when two
languages are acquired simultaneously in the same context. The research
review done by Laeufer (1997: 331–40) proves that all three types of
bilingual phonological system are substantiated by experimental
studies on the VOTs (voice onset times) produced by bilinguals with
different language pairs.

Comparing the results of the present study with Laeufer’s typology, we
can conclude that, on the whole, native-like production testifies to two
coexistent phonological systems in Italian-Swiss German bilinguals; it is
precisely the strong influence of the regional varieties of Italian
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that underpins the similarity of their language production to that of mono-
lingual speakers of Italian. Yet, as we have seen, there are some instances of
interference from Swiss German phonological patterns, such as the replace-
ment of voiced by voiceless lax obstruents, in particular after sibilants and
in the case of palato-alveolar affricates. Finally, we also find forms which
exhibit the partial merging of two phonological systems.

As an example of merging, consider the pronunciation [tSud8i 0g̊arlo] of
the expression /dZudi0karlo/ ‘to judge it’, which contains two voiceless
lax stops, [d8] and [g

˚
]. Now, the first lax plosive [d8] results from the devoi-

cing of the voiced phoneme /d/ and is probably due to interference from
Swiss German. The same holds for the devoicing of the word-initial affri-
cate /dZ/! /tS/, due to the above-mentioned structural gap in the Swiss
German phoneme inventory. Conversely, the second lax plosive [g

˚
] is

derived from the allophonic lenition of unvoiced /k/, as prescribed by
rule (7) of the southern Italian varieties. Thus, one and the same type
of obstruent is generated by two different structural forces, one ‘interlin-
gual’ and the other ‘intralingual’. Note that this sort of merging is differ-
ent from that in Laeufer’s model, which predicts two phonetic
implementations of a unified underlying representation. In our case,
we have quite the opposite, namely the derivation of one and the same
type of surface realisation from two different phonological forms (see
Figure 7.6).

It therefore seems reasonable to modify Laeufer’s model slightly by
stating that a typology of bilinguals’ phonological systems must be con-
ceived of as a continuum rather than a series of discrete categories with
clear-cut boundaries. In the case of Italian-Swiss German bilinguals, we
are mostly dealing with coexistent and separate systems. However, a
certain amount of interference between the different systems must be
allowed for. Merging does occur, but only marginally, in that the phono-
logical representations of two different systems may produce the same
kind of phonetic output.

Notes

1. This studywould not have been possible without the fundamental contribution
made by Raffaele De Rosa, who drewmy attention to the phenomena discussed
here and collected all the data. Subsequently, we together carried out the basic
steps of the present analysis. In a sense, this paper represents a revised and
extended version of De Rosa and Schmid (2002b); needless to say, I alone am
responsible for any possible errors.

2. In representing the linguistic data, the following conventions are adopted:
square brackets [] are used for phonetic realisations, i.e. the actual pronuncia-
tion of a sound or a word; double angled brackets « » enclose the graphetic
realisations produced by the informants, i.e. their real spelling.
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Chapter 8

Are the L1 and L2 Word Reading
Processes Affected More by
Writing System or Instruction?

PHIL SCHOLFIELD and GLORIA SHU-MEI CHWO

Introduction

Does the writing system of a language affect how we read it? Does
how we were taught to read words have any actual effect on how we
do it? These are fundamental questions to which we offer a modest con-
tribution by studying the way in which sixth grade schoolchildren read
words for their meaning in L1 Chinese and L2 English in two contexts
where word reading is taught in widely differing ways: Hong Kong
and Taiwan.

This chapter concerns word reading, also known as word recognition
or decoding. But what is its role in the reading process as a whole?
When we read in what is arguably the default real-life way, i.e. reading
text silently and with prime attention paid to the message, clearly part
of what we are doing involves decoding the written forms of individual
words in the text – words predominantly already known to us and
stored in our mental lexicons. This may seem obvious, but in fact the
role attributed to written word recognition and comprehension in the
overall reading process has been evaluated very differently in theories
of reading in the past. In the heyday of the bottom-up view of reading
(LaBerge & Samuels, 1974) it was seen as central: reading was essentially
a succession of acts of word recognition cumulatively built up to yield a
representation of the meaning of a text. In the days of the extreme top-
down approach (Goodman, 1967) it was seen as somewhat marginal:
reading was basically prediction relying far more on prior knowledge
of content than on decoding of words to yield an interpretation of text.
Today mostly some form of interactive view is adopted (as proposed
for instance by Rumelhart, 1977) which gives a more even role to
bottom-up word decoding and top-down prediction: both activities go
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on simultaneously and inform each other. Hence it is not surprising that
studies show that readers with better scores on tests of word reading
ability are generally better also on tests of text comprehension (e.g.
Chabat et al., 1984, for L1 English; Koda, 1992, for L2 Japanese).

Within this wider context of research on reading, then, it remains
important to broaden our understanding of the way in which written
word recognition actually takes place, in both the first and second
language, and the factors affecting it – the realm where reading connects
with writing systems. Research studies in this area, such as ours, usually
focus on the processing of words in isolation, not in text, so that the effects
of any reader prediction from prior text or background knowledge are
eliminated and the processes of pure word decoding can be determined.
Furthermore the research methods required are typically of the computer-
based laboratory experimental type. This is because, in order to study
online processing of the automatic and subconscious type which goes
on when someone identifies a written word and accesses its meaning in
his/her mental lexicon, we largely need to rely on timed experiments
where we can see how fast, and how accurately, readers recognise differ-
ent types of word presented in various ways which allow us to make
deductions about how they may have been processing them. These
mental processes are not really open to study by asking readers to think
aloud and self report them, though that is a technique used effectively
to explore the more conscious levels of the reading process, such as
how readers try to determine the meaning of an unknown word or
perform ‘higher’ level processes such as predicting.

Factors in Word Reading

The two routes

Even within the narrow field of word recognition in reading there is
an extensive and complicated literature, from which we will now con-
sider a small portion that is relevant to our own study. A natural starting
point is the two general kinds of model or ‘routes’ that are often pro-
posed to account for how written words are decoded individually (e.g.
Seidenberg, 1985). These have already been described in the Introduction
to this volume, using the labels ‘lexical’ and ‘phonological’ to distinguish
them, so we will not recapitulate their description here. Clearly they
apply potentially to word reading as much as to word writing/spelling.
However, a point of importance for our study concerns the involvement
of phonology even in the so-called lexical route. This route involves
word recognition which, unlike the phonological route, was at one
time thought to bypass sound altogether, linking a word’s written
shape directly to its meaning (Coltheart, 1978), though sound could of
course be accessed ‘postlexically’: hence it is also sometimes called the
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direct route. However, there is increasing evidence that ‘phonological
recoding’ also often occurs in the lexical route prelexically: i.e. sound
is accessed from the written shape on the way to the meaning, albeit
not as a series of segments but as a holistic word sound shape or
‘addressed phonology’. Contrast the phonological route, where sounds
are always imagined to be accessed prelexically, as ‘assembled pho-
nology’, i.e. via individual phonemes or phoneme sequences linked to
units of the writing system.

Treiman et al. (1981) and Tzeng et al. (1977) for example show that even
in Chinese, where the writing system is widely supposed to favour the
lexical route (see below), words are read via sound. Many studies in
this area however suffer from the fact that the experimental task is
partly oral (e.g. the words have to be spoken aloud or ‘named’) so
could prompt phonological recoding for that reason, and may measure
retention and recall rather than recognition in silent reading alone. Perfetti
and Zhang (1995), however, in a study similar to ours, showed that even
where similarity of meaning, not of sound, has to be judged between pairs
of Chinese characters, judgments are slowed not only on semantically
similar pairs but also on phonologically similar ones, suggesting that
sound as well as meaning gets accessed when reading a character. They
further importantly varied stimuli exposure times to show no evidence
for ‘a precedence of semantic activation over phonological information’
(p. 31) and propose a ‘Universal Phonological Principle’ that writing is
always read with some access to phonology, regardless of route, as there
is a ‘preference for phonological representations in working memory’
(p. 31). However, there remain others convinced of the ‘Universal Direct
Access Hypothesis’ (Baluch & Besner, 1991) which holds that word
reading occurs always by a visual route, with phonology used only
when required by reader, task or word characteristics. Nevertheless,
overall nowadays the difference between the two routes is seen, not so
much that one (phonological) involves sound and the other (lexical)
does not, but as a matter of relative dominance in each of phonological
or visual (ortho)graphic code activation, the features of processing that
our study will measure, and that one involves breaking up the written
and phonological form of a word while the other handles these more as
wholes.

Not only is the precise nature of the routes debated, but also how exclu-
sive and distinct they are. A modern view is that they are in reality not so
much alternatives as options which a reader can exploit ‘interactively’ to a
greater or lesser extent. This view is inherent in connectionist models of
word recognition which do not distinguish discrete routes at all, but
allow for a continuum of possibilities between them (Seidenberg &
McClelland, 1989). The balance of preference for one extreme or the other
has been found to depend on a number of factors (Seidenberg, 1985).
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Four of these are:

. word frequency, where high frequency words have been shown to
favour the lexical route (Seidenberg, 1985);

. word familiarity, where unknown (in studies, often unreal) words
require the phonological route (Treiman et al., 1981);

. task, where tasks like ‘word naming’ or judging similarity of sound
require sound to be accessed so favour the phonological route
(Perfetti & Zhang, 1995);

. age, where younger children (e.g. first grade) have been argued to
find the lexical route conceptually easier (Hsia, 1995).

In our study these four factors were controlled as the words to be read
were chosen for their relatively high frequency and familiarity in both
places where the research was conducted, the children were all of
similar age (sixth grade), and the task required access to meaning not
sound. We now turn to the two focal factors in our study which might
affect the degree or involvement of graphic shape or sound in the word
recognition process.

Our study concerns readers whose first language is Chinese, a
language written in a writing system very different from that used for
their L2 English; indeed the type of writing system is often claimed as a
major factor affecting the processing route that readers use, depending
on its ‘depth’: see coverage of the Orthographic Depth Hypothesis
(ODH) in the Introduction. The English writing system is relatively
shallow, in that there are numerous, if complicated, systematic ways in
which its small number of written symbols (letters or short letter
sequences) correspond to sounds: other alphabetic systems such as the
alphabet used for Iberian Spanish are shallower still. This will not be
further detailed here. Chinese, however, uses a deep writing system con-
sisting of thousands of logographic symbols (characters). Though most
are constructed from two or more component characters which recur else-
where, it is hard to find many systematic correspondences between any
component of the written form of a word and its sounds (though there
may be better links between some components of characters and
aspects of the meaning). There are varied claims, such as that 40% of com-
pound characters (which in turn comprise around 80% of all characters)
have a phonetically useful component character (Huang & Hanley,
1995). An example would be the character /ku˛/ gōng ‘work’ which
appears also as a component in the characters (/ku˛/ gōng ‘merit’),

(/ka˛/ gàng ‘thick pole’), (/kha˛/ káng ‘carry on the shoulder’),
(/xu˛/ hóng ‘red’) and (/t$ia˛/ jiāng ‘river’), but not in (/ku˛/ gōng
‘supply’) or in dozens of other characters with similar pronunciations.
Clearly the usefulness of such a component as an indication of the
sounds to aid word reading is limited, but such evidence is used by
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Chinese readers when they meet unknown characters (Seidenberg,
1985). The Orthographic Depth Hypothesis claims that the deeper the
system, the more the lexical route will be used simply because the
writing system does not provide enough systematic information to
support the phonological route (Frost et al., 1987). Furthermore, the logo-
graphic symbols of deep systems typically provide more visual cues than
do shallower systems to aid use of the lexical route, as they differ from
each other in more ways than can arise where only 26 letters of an alpha-
bet are available to write words with (Lee et al., 1986). Some studies have
supported the ODH: for example Chen and Juola (1982) found that alpha-
betic and logographic writing systems activated different encoding of
words in memory by native speakers (and so, by implication, different
processing when reading): Chinese characters favoured visual/graphic
recognition and English words a more even mix of graphic and phono-
logical strategies.

The key point for our study is that, if the ODH truly identifies a domi-
nant factor, then we would expect differences between how English and
Chinese words are processed when reading, but no differences between
people in Hong Kong and Taiwan in this respect. In both places the
English words are written in the same L2 writing system, and any transfer
of processing habits from reading L1 words should be the same (as
reported, for example, in Hsia (1995), who found evidence for transfer
of instruction-induced phonological awareness of L1 Chinese to L2
English phonological awareness). In both places the Chinese words are
also written in the same L1 writing system, the traditional unsimplified
characters (in contrast with the People’s Republic of China apart from
Hong Kong, where simplified versions of some characters are standard),
and there is no reason to expect the difference between the dominant
spoken languages, Cantonese and Mandarin respectively, to have any
effect. However, in fact we feel that another, somewhat neglected, factor
in determining the word reading process may outweigh the ODH, and
create differences between Hong Kong and Taiwan.

Reading instruction

This secondmajor factor that we are concerned with is early instruction
in word reading, where broadly we find two kinds of approach used for
writing systems such as the English one, closely matching the two routes
described earlier (Chall, 1983). In the first, often called ‘phonics’, the
teacher focuses on making readers aware of the individual graphic
components of written words and of what sounds they correspond
to. Typically words are practised spoken letter-by-letter or assembled
from cards for individual letters or letter sequences (e.g. ,b-oo-k.),
or treated in rhyming sets that demonstrate grapho-phonological
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correspondence patterns, e.g. English ,pain, stain, rain. or ,pot, pet,
pit., and explicit rules may be given about the letters of the alphabet,
e.g. ‘In words like ,late, complete, like, poke, use., the final ,e.
makes the preceding vowel sound its name’. In the extreme form, some
kind of phonemic transcription may be used before or alongside the
usual writing system, such as the Initial Teaching Alphabet used for a
time in the UK in the 1960s (see Pitman & St. John, 1969). In the
second approach, often called the ‘look and say’ or ‘whole-word’
method, the teacher focuses on rapid visual recognition or copying of
the graphic shape of a word as a whole, often using word-picture flash-
cards to involve meaning, and the sound shape is handled holistically,
or in chunks not smaller than syllables, and is not a focus of attention.
Often this goes along with focusing less on practising reading words
aloud and in isolation (common in phonics), more on reading them
silently in wider contexts (e.g. compound words or sentences or texts),
which allows some top-down skills of meaning prediction to be devel-
oped alongside (called the ‘whole language’ approach). Though these
methods are usually described for the teaching of L1 English word
reading, they also occur in L2 English contexts. From a survey we con-
ducted, we found that in Taiwan phonics is used (without transcription)
while Hong Kong predominantly uses the whole-word (and whole-
language) method. Hence, if instruction has an effect, we might expect
it to show up as differences in measures of word recognition in these
two places.

For logographic writing systems, the whole-word approach can be
used much as described above and, again, is found so used in Hong
Kong for L1 Chinese, with a very occasional use of romanised transcrip-
tion to elucidate pronunciation. However, the equivalent of phonics used
for L1 Chinese in Taiwan is slightly different in that there is little in the
way of grapho-phonological correspondence rules to teach. The teacher
may focus on making readers aware of the individual components of
compound characters that represent sound but, as already indicated,
these components rarely give a systematic clue to sound and more atten-
tion is often paid to those components (often called radicals) which give a
somewhat better clue to the meaning of the whole character (and which
may be taught also in the whole-word approach). However, words are
often read aloud in isolation in phonologically (and/or graphically and
semantically) related pairs or sets and there is emphasis on segmenting
the sound shape of a word, typically with the use of transcription, even
though the usual written form (character) cannot be broken up to
match. In China (excluding Hong Kong) the romanisation Pinyin is sys-
tematically learnt alongside the characters and serves this purpose (and
is given after characters in this chapter for those familiar with it); in
Japan kana (a shallow syllabary) is often used alongside what is normally
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written in kanji (i.e. Chinese characters) at early stages. In Taiwan a
Chinese-script transcription is used, which is called Zhuyin Fuhao and
represents a Chinese syllable (corresponding to one character) with
between one and three symbols which each correspond one-to-one with
one or two phonemes, often plus another symbol for the tone. Examples:

/mu/ ‘mù’ (tree) (and /mu/ ‘mù’ (eye) and every other /mu/ homo-
phone) is transcribed with a symbol for each phoneme and one
for the tone, as is /wo/ ‘wŏ’ (I, me) , while /ma/ ‘mā’
(mother) is represented with just two symbols , as the level tone is
left untranscribed; we see a symbol for a diphthong in /mai/ ‘mài’
(sell) and for vowelþ nasal in /xua˛/ ‘huáng’ (yellow)

. Children are taught to read this system in school before charac-
ters are introduced and it is then used alongside the characters up to 6th

grade; even when the semantically relevant component of a character
is isolated for attention, its own Zhuyin Fuhao pronunciation may be
presented as well as that for the whole character (our own survey, and
Lee et al., 1986).

From the above it seems likely overall that, for English, phonics would
straightforwardly lead to greater use of the phonological route by readers,
with a dominant part played by sound in the process, and whole-word
would lead to greater reliance on the lexical route, with some phonologi-
cal recoding but greater attention to overall graphic shape. For Chinese,
the lexical route is inevitably dominant but phonics would lead to
greater phonological recoding within that route than would the whole-
word method. Overall, therefore, in our study we expect that, if instruc-
tion shows an effect, it will be in the form of a stronger phonological
element in the word reading of Taiwanese children, and a greater
graphic/visual element in the word recognition of Hong Kong children,
though both aspects will be present in some degree for all subjects.

Summary

Many studies of the effects of writing system type or instruction have
tended to provide at best indirect evidence of effects on the word reading
process as they have instead targeted effects on some or all of the other
three following reader variables:

(1) Phonological awareness is typically measured with purely oral tests
of a person’s ability to identify rhyming words, say a word with the
first sound omitted, and the like, in a specific language; hence a
subject with high scores might be expected to favour access to the
sound of a word when reading it, though that is not directly
measured.

(2) Visual discrimination ability is measured independently of language
by ability to spot matching shapes among a set of slightly different
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shapes, and the like; hence a subject with high scores might be
expected to favour reliance purely on the graphic shape of a word
when reading it, though that is not directly measured.

(3) Word reading ability is often measured by how accurately subjects
can read aloud isolated words in a language (untimed), some of
which may not be known to them, which means that, unlike in
much ‘real’ reading, they have to access or try to figure out the
sound but may not access the meaning; hence a subject with high
scores might be one who favours access to the sound in the word
recognition process, though that is not directly measured.

The prevailing evidence (e.g. Huang & Hanley, 1995) is that for English
readers both instruction and writing system type affect phonological
awareness, in that phonics and a relatively shallow L1 alphabetic
system enhance it; however, high phonological awareness goes with
better reading ability muchmore strongly than does visual discrimination
ability only for L1 English readers, not Hong Kong readers of L2 English
for whom the reverse holds (Taiwan readers of English were not in that
study). For L1 Chinese readers, writing system favours visual discrimi-
nation ability, but phonic instruction also enhances phonological aware-
ness (in Taiwan versus Hong Kong, also found by Read et al. (1986) for
Chinese adults who had learnt pinyin versus those who had not);
however, visual discrimination ability correlates with reading ability
better than phonological awareness does in both places (though phonolo-
gical awareness does so a little better in Taiwan than Hong Kong). Insofar
as one can deduce any implication about the actual process of word
reading, this would all seem to imply that in Hong Kong one might
expect less phonological than graphic involvement in word recognition
in both languages. In Taiwan there should be greater phonological invol-
vement. This is what wewish to establish. However, rather than using any
of the three above measures, we shall attempt to tap into the word recog-
nition process more directly with the instrument described below.

The Hypotheses in the Study

(1) If instruction affects the word reading process, then due to their more
graphic-oriented instructional background, we expect Hong Kong
subjects to judge the semantic similarity of Chinese word pairs
with faster response time and lower error rate where there is
sound similarity than where there is graphic similarity between
the two words in a pair (where their training will lead them to be
more distracted). Due to their more phonic-oriented instruction,
the reverse should be true of Taiwan subjects: i.e. they will be
more distracted by pairs with sound similarity, and respond more
slowly and with greater error than on graphically similar pairs.
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(2) The two groups should also show the same differences when reading
L2 English due both to L1 to L2 processing transfer, and to the
instructional methods used in the second language for the same
reasons as above.

(3) If, on the other hand, the effects of writing system dominate instruc-
tion, there should for all subjects, regardless of place, be the same
interactive effect of language and pair type on scores, since
Chinese logographic writing is supposed to generally favour
graphic word recognition, and English alphabetic writing suppo-
sedly favours the use of grapho-phonological correspondences.
That is they should be slower and less accurate on graphically
similar word pairs than on phonologically similar ones in Chinese,
and the reverse on English pairs.

Furthermore:

(4) There is no reason to expect differences in overall L1 Chinese reading
between the two places (when types of word pair are not considered
separately).

(5) There is reason to expect Hong Kong subjects to be better overall
than Taiwanese in reading L2 English due to the different currency
of English in the community, and the greater number of hours of
English classes in school, despite our efforts to control such factors
(see below).

(6) We expect no differences between groups in the way the distracter
word pairs are decoded (identical pairs and ones different in
sound, graphic form and meaning).

(7) Responses should be fastest on identical word pairs, i.e. there should
be some distraction effect of both phonological and graphic simi-
larity for subjects in both places.

Method

Design

The design has two groups, from the key places Taiwan and Hong
Kong, with two within-subjects factors – two languages (Chinese L1 and
English L2) and two critical types of word pair experimentally mani-
pulated: phonologically similar but different in graphic shape and
meaning; graphically similar but different in phonological shape and
meaning. Two other types of word pair were used as distracters: identical,
and totally different (in sound, written form and meaning). The depen-
dent variables are latency/response time and accuracy/error rate. The
word pairs are described under Materials below: the essential assumption
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behind their use is that the more a subject accesses a word’s sound while
reading it, the more they will be distracted by phonologically similar
word pairs, and so respond slower and less accurately; conversely, the
greater reliance the reader places on the graphic form of a word when
trying to recognise it and access its meaning, the more they should be dis-
tracted by words that are graphically similar, and so respond slower and
less accurately.

Schools and subjects

In both Hong Kong and Taiwan children usually start school in kinder-
garten aged four or five years and enter primary school aged six or seven,
but while in Hong Kong English is a feature of the education alongside
Cantonese from the start, in Taiwan instruction has long been only in
Mandarin at this level. However, there is an ongoing development in
Taiwan to introduce English from first grade in select schools and the
Education Department is introducing this as a general feature of the
primary curriculum (from Sept 2001 it has been launched generally
from fifth grade onwards). Anticipating this, English has been introduced
in a large number of private kindergartens. Against this background it
was important to target subjects with comparable L1 and L2 exposure
from an early age, so the Taiwan school was one which in fact had
English well established in the curriculum from kindergarten onwards.

Besides this, Hong Kong is a community where English has a signifi-
cant role in daily communication in business, administration, etc. and
as a medium of instruction in subjects other than English at secondary
level (13þ). In short, it has the role of a ‘second language’ as distinct
from its purely ‘foreign language’ status in Taiwan where none of the
above are true. The best we could do to control for this factor was to
select primary school students, of an age and L2 competence not yet
likely to be heavily influenced by out-of-school exposure or the lack of
it, and of course not yet embarked on secondary education with its
differences in medium of instruction.

At the same time we needed subjects who were familiar with a reason-
able number of Chinese characters and had an English vocabulary,
familiar in both written and spoken form, sufficient for the tests. They
needed to have been exposed to the different instructional methods
long enough for these to have had an effect, if any were to be found.
They also needed to be cognitively mature enough to concentrate and
handle the test task. All these considerations led us to target primary
students of sixth grade (aged around 12).

Following a postal survey, a primary school was identified in each
place which was willing to participate, and suitably matched in the
above respects as well as being of similar size, with a similar number of
classes, and attracting children with a similar mix of middle class and
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working class backgrounds: Tunghai Primary School and Taichung
County in Taiwan; and Fuk Wing Street Government Primary School
(morning shift) in Hong Kong. Tunghai Primary (est. 1956, 770 students)
is one of the limited number of schools with a full English component in
the curriculum and is seen as a possible model for primary schools in the
future in Taiwan. FukWing Street (est. 1958, 740 students) is a typical local
school following the usual Hong Kong National Curriculum. The schools
devoted similar numbers of hours per week to Chinese classes (around
five hours), but there was an unavoidable difference in time spent on
English: the Hong Kong school spent more time than the Taiwan school
(approximately three and a quarter hours versus two).

In each school, after gaining the appropriate permissions, approxi-
mately half of the sixth grade children participated in the experiment,
chosen as every second child seated in class and evenly divided
between sexes: 60 from Taiwan and 70 from Hong Kong.

Materials

The reason for choosing a simultaneously presented word-pair judg-
ment task (similar to Perfetti & Zhang (1995) who presented one word
slightly ahead of the other) was largely because this format was judged
the easiest to handle for children of the targeted age, who were not fam-
iliar with any type of computer-based psychometric tests. We focussed on
judgment of meaning similarity, rather than phonological or graphic
similarity, partly for the same reason and also because we wanted to
tap processing in which the meaning of the word being read was
definitely accessed, closer to ‘real’ reading, which is not guaranteed to
happen in a task where only graphic or sound similarities have to be
judged.

The aim was to test words that were known to the subjects, not words
unknown to subjects either as a whole, or in their written form, which
would necessarily be processed differently when seen for the first time.
A preliminary list of word pairs for the experiment was compiled from
standard frequency lists (e.g. Kučera & Francis, 1967; Liu et al., 1975),
but since children do not typically learn words following adult L1 fre-
quency bands, familiarity was checked by submitting the prospective
pairs to teachers of Chinese and English in both places to judge
whether sixth grade students would have met the members of the pairs
in their respective school language syllabuses or not, and be familiar
with their sound, written form and meaning. Fifteen Chinese and 12
English teachers were polled in Taiwan, 13 Chinese and eight English
teachers in Hong Kong. Further checks were made against the school syl-
labus and textbook wordlists. In the end it was not possible to create
enough suitable word pairs using only words which were judged familiar
by a large majority of teachers. However we were able at least to follow a
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principle that pairs were only chosen which had very similar familiarity
judgments in the two places, so if a word in a pair was at all unfamiliar,
it would be equally so for all subjects. Examples: /�an/ ‘shān’
(Cantonese saan1) (mountain) - /�an/ ‘shān’ (Cantonese saan1) (erase)
93% in Taiwan and 92% in Hong Kong; ,serial. /sI@rI@l/ - ,cereal. /
sI@rI@l/ 33% in Taiwan and 38% in Hong Kong.

Chinese word pairs

All words in Chinese were one character and one syllable long in this
study. The various types were as follows, laid out in Table 8.1 below.

Phonologically similar word pairs (PWP) in Chinese were identical in pro-
nunciation (including tone) both within Mandarin and within Cantonese
(though often differing between those), but differed in meaning and in
character constituents and/or number of strokes.

Graphically similar word pairs (GWP) shared a component character
element, but had a different meaning-related component character, with
a few strokes difference.

Same word pairs (SWP) simply repeated the identical character.
Different word pairs (DWP) were different in sound, graphic shape and

meaning.

English word pairs

English words were one or two syllables long in English, see Table 8.2.
PWP had the same pronunciation but different meaning, and spelling, dif-
fering typically both in one consonant and the representation of the vowel
sound, with up to two letters difference in length. GWP differed in first
consonant and vowel sound and meaning, but were spelt identically

Table 8.1 The four types of Chinese word pairs (with transcriptions)

Types of word pair Examples

Mandarin
transcriptions

Cantonese
transcriptions

MeaningsIPA Pinyin Romanisation

PWP (Phonologically
similar word pairs)

tu˛ dōng dung1 east

tu˛ dōng dung1 winter

GWP (Graphically
similar word pairs)

xu˛ hóng hung4 red

t$ia˛ jiāng gong1 river

SWP (Same word
pairs)

$ie xiē se1 few

$ie xiē se1 few

DWP (Different
word pairs)

$ie xiē se1 few

t�ha˛ cháng zoeng2 long
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but for one letter. SWP simply repeated the same word, while DWP
differed in sound, spelling and meaning.

Three forms of the test were prepared in each language, using different
sets of word pairs, to be administered to different, randomly selected,
subsets of subjects. Each form contained 7 PWP, 7 GWP, 14 SWP and
14 DWP, interspersed in systematically varied sequences.

Apparatus

PCs running the Experimental Run Time System (ERTS) program
version 3.26 (Beringer, 1996) were used to present the word pair stimuli
and capture the responses with accurate millisecond timing.

Procedure

With the cooperation of local teachers, subjects were taken from class
in small groups to a separate room where computers had been set up.
Instructions were given orally (in Cantonese or Mandarin) and in
English on screen telling them to press the appropriate key as fast as poss-
ible to indicate if they thought ‘Yes, the words in this word pair have
similar meaning’ or the opposite. Subjects were encouraged not to
worry about earlier answers if they felt they had made a mistake, or
pressed the wrong key, as it was more like a game than a test, and no
school grades would be affected by their performance.

The L1 test was given before the L2 one, to lessen anxiety. Using the
experience of the pilot study, in each test 10 practice items were given,
during which time the table and chair height could be adjusted to the
child and a check made that they knew which keys to press (the right
and left Alt keys marked ‘similar’ and ‘different’ in the first language)
and had their fingers positioned correctly. Subjects then pressed the
space bar to start. Pairs were presented 1.5 cm apart in the centre of the
screen, with words in one cm square spaces, black on a light yellow back-
ground, for a maximum of 5000 ms, with 500-ms pauses between
exposures. Each test took about three minutes and subjects did not

Table 8.2 The four types of English word pairs (with transcriptions)

Types of word pair Examples IPA transcriptions

PWP (Phonologically similar
word pairs)

right write raIt raIt

him hymn hIm hIm

GWP (Graphically similar
word pairs)

mother bother m�D@ b‰D@

most cost m@Ust k‰st

SWP (Same word pairs) flower flower flAU@ flAU@

DWP (Different word pairs) wind shop wInd S‰p
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report any great difficulty, though several reported thinking they had at
times pressed the wrong key.

After the test, subjects filled in a questionnaire in which they had to
indicate their first language and brief biographical data and educational
background, so we could check if any did not belong to the populations
we wished to sample in this respect.

Data analysis

In the background questionnaire 17% of the Taiwan subjects reported
Hakka or Taiwanese as their first language rather than Mandarin,
though Mandarin is the official language learnt by all and exclusively
used in school. Subsequent analyses yielded very similar results
whether or not these subjects were included, so they have been included
in results reported below, as have some subjects who claimed to be
Chinese-English bilinguals. Due to computer glitches, the records of
responses of some subjects were incomplete: subjects with usable data
numbered 56 in Taiwan and 68 in Hong Kong.

The data was analysed in SPSS and item response times submitted to
alpha reliability checking within each commonly defined subset of
word pairs within each test form. A few items which were unduly lower-
ing alpha were omitted so that in the end alphas for the subsets averaged
to produce scores for pair types ranged from 0.54 to 0.94, mean 0.81. It was
not felt surprising that with child subjects new to this type of test it was
not possible to obtain alphas above 0.8 for all sets. Mean alphas were
understandably higher for the sets of more straightforward SWP (0.858)
and DWP (0.882) distracter pairs in both languages than for PWP
(0.754) and GWP (0.750).

For the response time analyses below, only times for correct responses
were used, which leads to further subjects being dropped, though ana-
lyses using all response times, and logs of response times, all produced
similar results. The accuracy data were extremely non-normal, but since
the arcsine transformed data were not appreciably more normal, and
did not generate different significant results, we have retained the raw
data (scored 0 wrong, 1 correct) in analyses below.

Results

We performed three-way ANOVAs with place, pair type and language
as factors, adopting p ¼ 0.01 as the threshold for significance.

Response time results

Table 8.3 gives themean response times and standard errors for both L1
and L2 responses, in both Taiwan andHong Kong, on the focal word pairs
of interest, PWP and GWP, and on the distracter pairs.
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With respect to the main hypotheses of interest (1 and 2), reflected in
the pair type by place interaction (Tables 8.3 and 8.4 and Figure 8.1), we
find clear evidence that responses are faster on PWP than GWP in
Hong Kong, and the reverse in Taiwan, as predicted. This testifies to
the effects of instruction, and is uniform across languages, as there is no
significant language by pair type by place interaction. Furthermore, the
fact that the language by pair type effect is not significant shows that
there is no effect of writing system consistent with the Orthographic
Depth Hypothesis (hypothesis 3). If such an effect had been dominant,
subjects would have systematically recorded different response times in
Chinese for GWP versus PWP than in English, regardless of place, with

Table 8.3 Descriptive statistics for all response times

Word pair type

Taiwan Hong Kong

Chinese English Chinese English

M SE M SE M SE M SE

PWP ms 1870 78 1801 72 1606 73 1305 68

GWP ms 1691 72 1747 85 1744 67 1386 80

SWP ms 1235 55 1182 37 1168 49 941 33

DWP ms 1827 73 1741 74 1690 66 1328 67

Figure 8.1 Response time results for phonologically similar (PWP) and
graphically similar word pairs (GWP)
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responses to GWP slower on Chinese and responses to PWP slower on
English.

The results for the distracters (same and different word pairs, SWP and
DWP) were also analysed (Tables 8.3 and 8.5 and Figure 8.2), primarily as
a form of construct validation. As we had assumed, all subjects found it
vastly easier to judge identical words than different ones (whose response
times were similar to the mean response times for PWP and GWP

Table 8.4 ANOVA response time results for phonologically similar (PWP)
and graphically similar (GWP) word pairs

Effect df F p

Language (Chinese vs English) 1, 111 11.55 0.001

Pair type (PWP vs GWP) 1, 111 0.01 0.915

Place (Taiwan vs Hong Kong) 1, 111 10.10 0.002

Language by Place 1, 111 10.62 0.001

Pair type by Place 1, 111 11.91 0.001

Language by Pair type 1, 111 0.48 0.490

Language by Pair type by Place 1, 111 3.40 0.068

Figure 8.2 Response time results for same (SWP) and different (DWP)
word pairs
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together), thus supporting the general accuracy of the instruments and
procedures (hypotheses 6, 7).

However, both the analyses above show some further effects that we had
not entirely anticipated, in the significant language, place and language by
place effects (hypotheses 4, 5). In follow-up paired comparisons, and as
seen in Figures 8.1 and 8.2, Hong Kong subjects proved significantly
faster than Taiwanese on all English pairs, and they were also much
faster than themselves on Chinese. Descriptively, Hong Kong subjects
were also slightly faster than Taiwanese ones on Chinese, and Taiwanese
subjects were also slightly faster on English than Chinese, but these
differences are highly non-significant. The response time means for all
pairs combined were: Hong Kong–Chinese 1574.6, English 1261.8;
Taiwan–Chinese 1659.0; English 1636.4. These effects are independent of
pair type and constitute a separate issue from the one we were targeting
primarily.

We had expected Hong Kong subjects to be faster than Taiwanese on
English, due to differences in the role of English in the educational and
social environments mentioned earlier (hypothesis 5), but we had not
expected them to be faster than their own performance in L1 Chinese.
This may suggest that the effects of the ESL rather than EFL environment
in Hong Kong, and greater number of hours on English in school, com-
pared with Taiwan, had a powerful effect, to the extent that subjects
were able to respond more rapidly to L2 than L1 stimuli. Also this
result may reflect the fact that in assessing word familiarity and attempt-
ing to match it between the two places we relied necessarily on separate
sets of teachers. Possibly what Hong Kong teachers rated as familiar
English words were, due to the ESL context and extra hours of teaching
English, in fact considerably more familiar to their students than those
the Taiwanese teachers regarded as familiar to their students. Obviously

Table 8.5 ANOVA response time results for same and different word
pairs

Effect df F p

Language (Chinese vs English) 1, 118 29.34 ,0.001

Pair type (SWP vs DWP) 1, 118 294.33 ,0.001

Place (Taiwan vs Hong Kong) 1, 118 10.41 0.002

Language by Place 1, 118 11.19 0.001

Pair type by Place 1, 118 4.06 0.046

Language by Pair type 1, 118 4.01 0.047

Language by Pair type by Place 1, 118 1.50 0.223
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it is not impossible to obtain faster response times in the second language
(English) than in the first if the L2 words are very easy and the L1 ones
more difficult relative to subjects’ competence. Furthermore, different
teachers judged each language, so it was not possible to be certain of
the calibration of the familiarity judgments for the English words with
those for the Chinese ones.

Accuracy results

Table 8.6 gives the mean accuracy scores for both L1 and L2 responses,
in both Taiwan and Hong Kong, on the focal word pairs of interest, PWP
and GWP, and on the distracter pairs.

With respect to our main hypotheses (1–3), the results are as expected
in three out of four ways (Table 8.7 and Figure 8.3). Higher accuracy goes
with lower response time for both graphically and phonologically similar
pair types in both languages in Taiwan, and in English only in Hong
Kong. The anomaly, which produces the significant three-way interaction

Table 8.6 Descriptive statistics for all accuracy scores

Word
pair
type

Taiwan Hong Kong

Chinese English Chinese English

M SE M SE M SE M SE

PWP 0.72 0.03 0.69 0.03 0.68 0.03 0.83 0.03

GWP 0.75 0.04 0.78 0.04 0.74 0.03 0.78 0.04

SWP 0.90 0.02 0.93 0.02 0.94 0.02 0.96 0.02

DWP 0.81 0.03 0.78 0.03 0.86 0.02 0.89 0.02

Table 8.7 ANOVA accuracy results for phonologically similar (PWP) and
graphically similar (GWP) word pairs

Effect df F p

Language (Chinese vs English) 1, 119 6.76 0.001

Pair type (PWP vs GWP) 1, 119 4.93 0.028

Place (Taiwan vs Hong Kong) 1, 119 0.44 0.509

Language by Place 1, 119 6.06 0.015

Pair type by Place 1, 119 3.23 0.075

Language by Pair type 1, 119 0.86 0.357

Language by Pair type by Place 1, 119 9.24 0.003
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effect, is that the reverse holds for L1 Chinese in Hong Kong. Here the
shorter response times go with greater error on PWP, where greater
error on GWP was expected, hence the place by pair type interaction is
not quite significant. One way of interpreting this would be to say that
on L2 English the dominant effect of instruction on accuracy is confirmed
(hypothesis 2), just as it was for response time, while on L1 Chinese the
writing system effect determines lower accuracy but not longer response
time (hypotheses 1 and 3). But is this possible? Why should the response
time and accuracy results conflict? While in online word recognition
studies it is often conventionally assumed that response time and accu-
racy results should be related (faster speed – greater accuracy), we do
not feel that this should necessarily be so. Response time reflects what

Figure 8.3 Accuracy results for phonologically similar (PWP) and
graphically similar (GWP) word pairs

Figure 8.4 Accuracy results for same (SWP) and different (DWP) word
pairs
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subjects may or may not be paying attention to during the process by
which a response to a task is computed, while accuracy reflects the
product of that computation, which may also be affected by other
things, such as the quality of stored knowledge or competence that is
accessed during processing. Hence a longer response time may some-
times yield greater accuracy rather than less. It could be that although
Hong Kong subjects are more distracted and slowed by graphic simi-
larities than by sound similarities, regardless of language (and consistent
with hypotheses 1 and 2), this serves to focus their attention on the fine
details of graphic shape more than do PWP; then since for Chinese, due
to the nature of the writing system, they (and maybe Taiwanese also)
have stored high quality visual shapes for characters, they are able
to use the extra time to end up with a more accurate judgment for
GWP in L1.

The SWP and DWP accuracy results (Tables 8.6 and 8.8 and Figure 8.4)
straightforwardly match the response time results in that subjects are
universally better on SWP than on any other word pairs, with accuracy
90% or better (hypotheses 6 and 7). Furthermore, if accuracy results for
all pairs are pooled, there is support for the finding from the response
time analysis that Hong Kong subjects are notably better on English
than Chinese, and indeed better than the Taiwanese subjects on both
languages (hypotheses 4 and 5). The accuracy means for all pairs com-
bined were: Hong Kong–Chinese 0.805, English 0.865; Taiwan–Chinese
0.793; English 0.793.

Conclusion

Clearly our work provides further support for the Universal Phonolo-
gical Principle mentioned earlier, in that, regardless of what route may be

Table 8.8 ANOVA accuracy results for same (SWP) and different (DWP)
word pairs

Effect df F p

Language (Chinese vs English) 1, 119 0.77 0.383

Pair type (SWP vs DWP) 1, 119 57.65 ,0.001

Place (Taiwan vs Hong Kong) 1, 119 5.82 0.017

Language by Place 1, 119 1.06 0.305

Pair type by Place 1, 119 3.21 0.076

Language by Pair type 1, 119 1.61 0.207

Language by Pair type by Place 1, 119 5.51 0.021
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used, phonology emerges as playing a role in reading both English and
Chinese words in both Hong Kong and Taiwan. Even in Hong Kong,
sound similarity slows judgments considerably compared with the
‘same word’ distracters. There are two things we cannot be categorical
about, however, given our design.

First, we cannot be certain when access to phonology occurs in the time
course of computing the judgment decisions. We cannot totally rule out
that some of the effects observed are postlexical, taking place during the
part of the task after the words’ meanings have been accessed and
while the similarity of meaning is being judged. However, we feel this
is unlikely, given that the judgment itself did not require any access to
sound, and findings such as those of Perfetti and Zhang (1995), which
suggest phonology is an essential constituent of ‘at-lexical’ identification,
where it always co-occurs with a word’s graphic and meaning constitu-
ents to constitute a three-constituent word identity. They claim the evi-
dence from time course studies so far suggests it is semantics, rather
than phonology, that is delayed at the character level. The stronger
bonding of graphic and phonological form, compared with that of
graphic form and meaning (Van Orden & Goldinger, 1994), may operate
even in Chinese to explain this.

Second, our study was not designed to distinguish between the
processing of either graphic or phonological information in a holistic
way versus a segmented way. Hence we cannot say for example if
Taiwanese readers were accessing addressed (lexical route) phonology
or assembled (phonological route) phonology in either language.
Further work would be needed to establish that.

However, the main strength of our study lies in its demonstration, in a
more direct way than arises from the many phonological awareness
studies, that phonic versus whole word instruction does have an effect
on the level of phonological versus graphic activation in the word
reading process and that this works in parallel for the same subjects
reading in two quite different writing systems, one deep and one less
so, and hence supposedly differentially favouring access to phonology.
Hence, though the Orthographic Depth Hypothesis may yet have a
place in explaining the size and nature of the sound units used in the
reading process, it was not in our study supported by any difference in
the amount of access to phonology, while the often neglected instruc-
tion-based hypothesis clearly was strongly supported. The greater
instruction-induced activation of phonology in Taiwan is consistent
with the greater phonological awareness identified in other Taiwanese
studies, though we did not measure phonological awareness directly our-
selves and it is of course a purely phonological variable not necessarily
associated with the degree of involvement of phonology in word
reading, though often imagined to be. The result is all the more striking
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as our study focussed on real, familiar words read silently for meaning, all
factors which are thought to disfavour phonological activation.

Our design does not of course allow us to determine whether the simi-
larities found between L1 and L2 word recognition are predominantly
due to transfer of L1 processing habits induced by L1 instruction, or
directly due to L2 instruction. Very likely both are operative. Also of
course we cannot say if any of the effects we found would persist in
later life, when subjects become distanced from classroom influences on
how reading is done.

Finally, the big question for pedagogical applications of such research
is, if teaching does affect how people read, can we show that any one
method is superior to any other, and teach accordingly? Despite some
findings in the phonological awareness literature, clearly our study
gives no evidence that reading with more or less activation of phonology
is superior since neither response time nor accuracy differed overall
between Chinese children taught with the two methods, and the differ-
ences for English have other more plausible explanations in the differ-
ences in the wider role of English in the school and social environment.
On this vexed question, the jury remains out.
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Chapter 9

Effects of Second Language Reading
Proficiency and First Language
Orthography on Second
Language Word Recognition

NOBUHIKO AKAMATSU

Cross-linguistic effects have been one of the central issues in second
language (L2) reading research, in that features of the L2 learners’ first
language (L1) influence their L2 word recognition. Critical orthographic
properties of the first language are considered to play a crucial role in
the development of L2 word recognition (Koda, 1996). It has been
reported that L1 orthographic features determine:

(1) the type of information on which L2 readers dominantly depend
during word-recognition processing (e.g. Chikamatsu, 1996; Koda,
1990, 1998; Mori, 1998);

(2) sensitivity towards intra-word information (e.g. Koda, 1999, 2000;
Muljani et al., 1998);

(3) efficiency in processing the components of a word (e.g. Akamatsu,
1999, 2003; Brown & Haynes, 1985).

These findings give the impression that L2 reading researchers are con-
verging on the idea that L2 word-recognition processes are shaped by L1
orthographic features. There are, however, several studies reporting
contradictory results (e.g. Akamatsu, 2002; Jackson et al., 1994, 1999). Fur-
thermore, recent studies questioning a simplistic view of L1 effects on L2
reading suggest that L2 reading researchers scrutinize cross-linguistic
effects in L2 reading (e.g. Gholamain & Geva, 1999; Koda, 2002).

The present study explores the relationships between L2 reading
proficiency and cross-linguistic effects on word recognition. Specifically,
the purpose of this study is to investigate whether L2 reading proficiency
influences the effects of a non-alphabetic L1 orthography on L2 word-
recognition processes.
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The relationships between writing systems and reading have attracted
attention in L1 reading research. Researchers working with the Ortho-
graphic Depth Hypothesis (ODH), for example, found evidence that the
extent to which a written form (symbol) represents its corresponding
phonological form (sound) determines one’s word-recognition processes
(e.g. Frost, 1994). Other reading researchers instead highlight similarities,
rather than differences, in word-recognition processes among different
writing systems. Seidenberg, for example, suggests that what determines
word-recognition processes is not orthographic properties such as ortho-
graphic depth, but one’s accumulative knowledge of spelling (Seidenberg,
1985, 1992). He claims that, regardless of differences in writing systems, all
skilled readers process written words via both visual and phonological
mediation; the familiarity of printed words determines whether visual or
phonological mediation is utilised. Specifically, the words which one is
often exposed to and familiar with are recognised on a visual basis,
whereas less familiar, low-frequency words are processed via phonological
mediation.

These contradictory views of the relationships between writing
systems and reading seem to reflect the debates on the transfer of L1
word-recognition processes to L2 reading. Koda (1988, 1990), for
example, applying the Orthographic Depth Hypothesis to L2 reading
research, suggests that L1 orthography affects L2 word-recognition pro-
cesses. She found that the Japanese, who have a deep L1 orthography,
dominantly utilised orthographic information in recognising English
words, whereas the Arabic and Spanish, whose L1 orthography is
shallow, relied on phonological information rather than orthographic
information in processing English words. Chikamatsu (1996) also found
similar results. Examining the performance of Chinese and American
learners of Japanese in a lexical decision task, she found that L2 learners
with a relatively deeper L1 orthography (i.e. Chinese) were more depen-
dent on orthographic information in L2 word-recognition processes.

Holm and Dodd (1996) also suggest that word-recognition skills devel-
oped in a first language may be transferred to a second. They examined
the basic word-recognition skills of (ESL) learners with varying L1 back-
grounds (i.e. People’s Republic of China, Hong Kong, and Vietnam),
using different types of task which tap such phonological processing
skills as phoneme segmentation, phonememanipulation and rhyme judg-
ment. The results underscored the poor performance of the Chinese-L1
learners of ESL from Hong Kong; although those from the People’s
Republic of China shared the same L1 orthography (i.e. Chinese), they
showed better phonological processing skills than the Hong Kong
group. Holm and Dodd (1996) paid attention to the use of pinyin as a
possible reason for the difference between the Chinese and Hong Kong
groups.
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Pinyin, an alphabetic system employing Roman letters, was developed
in the People’s Republic of China to represent the phonology of the
Chinese characters. It has been used to facilitate initial learning of
reading Chinese. In Hong Kong, on the other hand, pinyin was not intro-
duced. Children in Hong Kong learn to read Chinese in a traditional ‘look
and say’ manner, without the use of an alphabetic system to facilitate the
mapping of a character to its corresponding phonological representation.
Because the noticeable difference between the Chinese and Hong Kong
groups was the use of pinyin before their exposure to English, Holm
and Dodd concluded that early exposure to the alphabetic scripts
enhanced the L2 learner’s phonological awareness. Similar results were
also reported by Huang and Hanley (1994), who looked into the differ-
ences in phonological processing skills in English between Hong Kong
children and Taiwanese children.

Akamatsu (1999, 2003) claims that orthographic differences between a
L1 and a L2 result in a deficit in L2 word-recognition efficiency. Compar-
ing ESL readers with an alphabetic L1 background (Persian1) and those
with a non-alphabetic L1 background (Chinese, Japanese), he investigated
whether L1 orthographic differences affect L2 word-recognition pro-
cesses. Asking the ESL learners to read English words printed in
normal case and in alternating case, he examined the extent to which
case alternation affects ESL readers’ word-recognition processing.

Akamatsu (1999, 2003) found that the Chinese and Japanese learners of
ESL were more adversely affected by the visual distortion of a written
word than were the Persian-L1 learners of ESL. This finding was observed
in the context of single word naming as well as text reading. He suggested
that, because only Persian has the same orthographic features as English,
the Persian-L1 learners of ESL benefited from L1 processing experience,
resulting in more efficient word-recognition processes than L2 learners
with a non-alphabetic L1 background (i.e. Chinese and Japanese).
Brown and Haynes (1985) also reported that the Japanese learners of
ESL had more difficulty translating alphabetic symbols into spoken
units than ESL learners with a phonologically-based L1 writing system
(i.e. Spanish and Arabic).

Viewed collectively, cross-linguistic studies applying the Orthographic
Depth Hypothesis or focusing on orthographic differences often find L1
orthographic effects on L2 word-recognition processes. These findings
suggest that L1 orthographic features play such a fundamental role in
shaping one’s word-recognition mechanisms that one may not be able
to restore the mechanisms suitable for L2 word recognition. Nonetheless,
this does not imply that L1 orthographic features affect L2 word-
recognition processes in every aspect; there are some studies reporting
similarities in word-recognition processes among L2 readers with
varying L1 backgrounds.
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Jackson and her colleagues, for example, highlight universal properties
of the human mind, rather than specific properties of L1 orthography,
in determining L2 word-recognition processes (Jackson et al., 1999).
They provided five types of passage, including one printed in alternating
case, to learners of EFL from Taiwan, Korea, and Hong Kong, and asked
them to read the passages for comprehension. Jackson and her colleagues
found no differences in case-alternation effects on reading speed between
the EFL learners with a phonologically-based L1 orthography (i.e. the
Koreans) and those with a non-phonological L1 orthography (i.e. the
Taiwanese). Furthermore, the EFL learners from Hong Kong, who had
relatively earlier exposure to English, showed fewer effects of case alter-
nation on reading speed than did the other two EFL groups, suggesting
that the timing of L2 readers’ exposure to the target language and
writing system is more important.

Akamatsu (2002) also emphasises commonalities in L2 word-
recognition processes, regardless of differences in the nature of L1 ortho-
graphy. Applying a converging view among L1 reading researchers that
words are processed similarly in all languages (e.g. Baluch & Besner,
1991; Massaro & Cohen, 1994; Seidenberg, 1992), he focused on the
relationships between word-frequency and word-regularity effects, and
L1 orthographic effects on L2 word-recognition processes.

Word-frequency effects are shown by the way in which high-frequency
words are processed more quickly and accurately than low-frequency
words; likewise, word-regularity effects are indicated by the quicker
and more accurate processing of regular words that follow spelling-to-
pronunciation correspondence rules. What makes these effects significant
in L1 reading research is the relationship between the two effects; regu-
larity effects are usually modulated by word frequency in word recog-
nition. That is, regularity effects appear only with low-frequency words;
high-frequency irregular words are processed as quickly as regular
high-frequency words (e.g. Seidenberg, 1985; Seidenberg et al., 1984).

Seidenberg (1985) proposes that the lack of regularity effects in the
processing of high-frequency words results from word recognition via
visual mediation. When one is often exposed to high-frequency words,
the lexical access of these words can be carried out with the orthographic
information. The orthographic representations of low-frequency words,
on the contrary, are not strong enough to trigger the corresponding semantic
information. Accordingly, low-frequency words are processed on a phono-
logical basis, which is influenced by spelling-to-pronunciation correspon-
dence rules. This word-recognition procedure is considered convincing
evidence of universality in word-recognition processes because similar
findings have been observed in different languages (e.g. Seidenberg, 1985).

Replicating Seidenberg’s (1985) study, Akamatsu (2002) examined
whether L1 orthographic differences affect the relationship between
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word-frequency and word-regularity effects in L2 word recognition.
Providing monosyllabic English words of varying frequency and regu-
larity to fluent ESL readers with a phonologically-based L1 orthography
(Persian) and a non-phonological L1 system (Chinese, Japanese), he
asked them to name each word as quickly and as accurately as possible.
Results showed that regardless of L1 orthographic differences, the L2
readers named low-frequency regular words more quickly than low-
frequency irregular words; no such regularity effects, however, were
found in the naming of high-frequency words. These findings led
Akamatsu to conclude that, regardless of L1 differences, fluent L2
readers recognise words in the same manner by using such lexical prop-
erties as word frequency and regularity. He also underscored similarities
in word-recognition processes between a first language and a second
language because the results were almost identical to those of
Seidenberg’s (1985) study with English-L1 adult readers.

Koda (2002) shows her reservations about a simplistic view of cross-
linguistic effects on L2 reading and points out the necessity of more
studies scrutinising L1 effects on L2 reading. In a series of studies compar-
ing Chinese (with a non-phonological first language orthography) and
Korean (with a phonological L1 orthography) learners of ESL, Koda
examined L1 effects on critical basic skills and knowledge underlying
L2 word recognition. She found that although the Chinese and the
Korean ESL learners did not differ in phonemic awareness skills in
English, the extent to which phonemic awareness skills contributed to
L2 decoding varied due to the influence of L1 processing experience on
L2 reading (Koda, 1998). Furthermore, while the Koreans showed high
correlations between decoding, reading comprehension and phonemic
awareness, the Chinese did not show such a pattern. She also found
that in spite of no differences in decoding abilities, the Koreans were
more sensitive towards intra-word information in English words (Koda,
1999) and that the Chinese, who were slower than the Koreans in analys-
ing intra-word structures, were more efficient in using morphological and
contextual information in sentence processing (Koda, 2000).

These collective results suggest that, although L1 effects on L2 word rec-
ognition may not appear at an observable level, the nature of L1 orthogra-
phy may still have a sustained impact on L2 word-recognition processes at
a deeper level. In other words, ‘disparate L1 processing experience appar-
ently produces little quantitative difference in L2 decoding skills, but [. . .]
L1-based variations may account for qualitative (i.e. procedural) differ-
ences in processing behaviors among L2 learners’ (Koda, 1999: 60).
Namely, some aspects of L2 word-recognition skills, which develop pri-
marily through accumulated L2 reading experience, are mostly free from
cross-linguistic effects. In other respects, however, L1 processing experience
largely influences the development of L2 word-recognition processes,
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resulting in particular characteristics in L2 word-recognition processes that
reflect the nature of the L2 learner’s L1 writing system.

In summary, cross-linguistic studies of L1 effects on L2 reading often
suggest that L1 orthographic features affect L2 word-recognition pro-
cesses and thus L2 word-recognition processes vary according to the
nature of L2 learners’ L1 orthography (e.g. Koda, 1999, 2000). In certain
aspects of L2 reading, however, L2 readers demonstrate similar word-
recognition processes regardless of their L1 differences (e.g. Akamatsu,
2002; Jackson et al., 1999). Reflecting these contradictory findings, recent
studies subject the cross-linguistic effects to closer analysis to grasp
such a complex mechanism of L1 effects on L2 reading.

There are several critical issues to discuss before the debates on L1
orthographic effects on L2 word recognition reach the final stage; L2
research needs to address at least the two issues:

(1) which aspect of L1 orthographic features affect L2 word recognition,
and;

(2) to what extent L1 orthographic features affect L2 word-recognition
processes.

The first issue has been explored in several studies (e.g. Koda, 1998, 1999,
2000), but the second question appears not to have been fully examined.
One way of addressing the second issue is to examine the relationship
between L2 reading proficiency and the impact of L1 effects on L2
word recognition.

Suppose that a certain L1 orthographic property affects L2 word-
recognition processes. If the impact of this L1 orthographic effect
remains constant regardless of differences in L2 reading proficiency, one
can assume that the respective L1 orthographic property profoundly
influences the development of L2 word recognition. In contrast, if L2
reading proficiency can reduce the degree of the L1 effect, resulting in
similar word-recognition processes among skilled L2 readers with
varying L1 backgrounds, then the influence of the particular L1
orthographic property on L2 word recognition may not be so robust.

The present study examined whether the degree of L1 orthographic
effects on L2 word recognition varies according to L2 reading proficiency.
Focusing on the efficiency of processing the constituent letters, the study
investigated the degree to which L1 orthographic features affect Japanese
learners of English with differing L2 reading proficiency. The efficiency of
processing the constituent letters was chosen as the target aspect of L2
word-recognition skills because previous studies (e.g. Brown & Haynes,
1985) often report that L2 readers with a non-phonological L1 orthogra-
phy (e.g. Japanese, Chinese) demonstrate a large impact of L1 effects in
this particular aspect of word-recognition processes. The main research
question of the study was whether an increase in L2 reading proficiency

Effects of Reading Proficiency on Word Recognition 243



can reduce the degree of L1 orthographic effects on the efficiency of pro-
cessing the constituent letters in an English word.

Case alternation (i.e. cAsE aLtErNaTiOn) was applied in this study for
in-depth analyses of L2 word-recognition mechanisms. Due to the nature
of case mixing, case manipulation has been popular in L1 reading
research. For example, different types of case manipulation have been
used to investigate:

(1) the word shape effect on reading (e.g. Fisher, 1975; Smith, 1969);
(2) the size and nature of perceptual units in word recognition

(e.g. Taylor et al., 1977);
(3) the locus of the superiority effects of words over non-words in word

recognition (e.g. Bruder, 1978; Coltheart & Freeman, 1974), and;
(4) basic processes in word recognition (e.g. Ehri & Wilce, 1982;

Kinoshita, 1987).

The purpose of case manipulation varied according to the nature of
research investigations. Nonetheless, this deformation measure was
applied because of its significant advantage: although words printed in
mixed case have lost word-shape cues, they still preserve spelling pat-
terns, which are important cue values for words. This particular feature
allows researchers to look into basic word-recognition processes, which
may not appear in data based on the processing of words printed in
normal case. In other words, case manipulation could generate data
which could provide a plausible basis for inferences about word-
recognition mechanisms.

For the purpose of this study, case alternation (mixing lowercase and
uppercase letters in an alternating way) was considered to be suitable
because the unfamiliar appearance of case-alternating words forces one
to pay attention to sequences of individual constituent letters (Paap
et al., 1984). It has been reported that skilled readers’ recognition of
familiar words is not dependent upon word-shape information; skilled
readers are not affected by such visual distortion of words as case
manipulation (e.g. Adams, 1979). Likewise, there are some studies
reporting that the readers who are less efficient in using intra-word
information (e.g. grapheme-to-phoneme correspondence rules) tend to
be more adversely affected by case alternation (e.g. Baron & Strawson,
1976; Besner & Johnston, 1989). These results, therefore, suggest that if a
reader is sensitive to intra-word information and efficient in processing
the constituent letters, he or she may not be adversely affected by case
alternation, which still preserves spelling patterns. Thus, the impact of
case alternation on word recognition could be used as an index of how
efficiently one amalgamates the constituent letters in an English word.

There are two hypotheses in this study. The first hypothesis states
that a high level of L2 reading proficiency could conceal or reduce L1

244 Reading a Second Language Writing System



orthographic effects on the efficiency of processing the constituent letters
in an English word. Thus, more proficient L2 readers should demonstrate
a smaller impact of case alternation on word-recognition performance
than less proficient L2 readers. An alternative hypothesis is suggested
by the findings of previous studies favouring the effects of non-
phonological L1 orthographic features on L2 word-recognition proces-
ses. Taking the accumulated empirical evidence into consideration, one
could speculate that the nature of L1 orthography influences L2 word-
recognition processes so deeply that L2 reading proficiency could not
affect the degree to which L1 orthographic features affect L2 word-
recognition processes. Thus, regardless of differences in L2 reading profi-
ciency, case alternation should affect the processing efficiency of L2
readers with a non-phonological L1 orthography in an equal or a
similar manner.

Method

Participants

Two groups were compared. Twenty-three Japanese-L1 learners of
EFL who were undergraduate students in a department of English in a
Japanese university participated in this study. For an ESL group, the
data set of the Japanese participants in Akamatsu’s (1999) study was
used; they were 16 Japanese-L1 learners of ESL who were graduate
students at a Canadian university.

The EFL participants took the same English proficiency test used in
Akamatsu (1999); the vocabulary and reading-comprehension section of
the Test of English as a Foreign Language (TOEFL) (Educational Testing
Service, 1991). The scores of the ESL group (M ¼ 63.8, SD ¼ 2.5) were
significantly higher than those of the EFL group (M ¼ 52.1, SD ¼ 2.8)
[t(37) ¼ 13.39, p , 0.0001]; the ESL and EFL groups were labeled as a
more proficient and a less proficient group, respectively.

Materials

Replicating Akamatsu (1999), this study used a naming task with the
same stimuli, consisting of 40 high-frequency and 40 low-frequency
monosyllabic English words. For each frequency-type, there were 20
regular and 20 exception words. Table 9.1 indicates the proportion of
stimuli of varying word length, frequency, and regularity. Each stimulus
item was used twice in two different case-types (lowercase and alternat-
ing case); the total number of stimuli provided to each participant as
test trials was therefore 160.

Three word frequency lists were used to calculate the frequency of
stimulus words: American Heritage Word Frequency Book (Carroll et al.,
1971), Computational Analysis of Present-Day American English (Kucera &
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Francis, 1967), and Cambridge English Lexicon (Hindmarsh, 1980). Each of
the three lists used a different pool of words. American Heritage Word Fre-
quency Book was created using the words that students from Grades 3–12
in the United States would encounter in major textbooks. Kucera and
Francis’ word-frequency list, focusing on adults’ print exposure, was
based on a pool of words that adults would encounter in daily life. The
target population of the Cambridge English Lexicon was ESL students in
Britain and it was based on words in textbooks used for ESL students
in Britain. With respect to word regularity, Berndt and his colleagues’
list of probabilities for grapheme-to-phoneme correspondences in
English was used as a reference (Berndt et al., 1987).

Design

The analysis used a 2 � 2 � 2 � 2 factorial design, with reading profi-
ciency in English (more proficient and less proficient), stimulus case-type
(lower and alternating case), stimulus frequency-type (high- and low-
frequency) and stimulus regularity-type (regular and exception words)
as factors. The data were analysed both by participant and by item. In
the participant analysis, the reading proficiency in English was used as
a between-subjects factor; in the item analysis, it was used as a within-
subjects factor.

Procedure

The experiment consisted of two sessions; in each session the experi-
mental task was administered individually. The interval between
sessions was approximately one week.

Each session consisted of two blocks, each of which provided a written
instruction, eight practice trials and 40 test trials. The 40 test trials consisted
of 10 stimulus items randomly selected from each of the four categories (i.e.
high-frequency regular and exception, and low-frequency regular and

Table 9.1 Distribution of the stimulus words according to the number of
constituent letters

3-
letter-
words

4-
letter-
words

5-
letter-
words Examples

High-frequency and regular 2 13 5 both, bOtH

High-frequency and exception 2 13 5 have, hAvE

Low-frequency and regular 2 13 5 tray, tRaY

Low-frequency and exception 1 13 6 tomb, tOmB
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exception), and the order of presentation of stimulus case-type, frequency-
type and regularity-type was counterbalanced across participants.

Each test trial began with an asterisk appearing on the screen for 500
msec to mark the fixation point. Another 500 msec after the disappearance
of the fixation mark, the stimulus item was presented and it was dis-
played until the onset of the participant’s vocal response. A masking
stimulus (i.e. ######) appeared after the disappearance of the stimulus
item for 50 msec. There was a 1-second interval between trials.

Each stimulus word was presented individually in the centre of the
screen of a personal computer connected to a real-time clock. The partici-
pant was asked to name each stimulus word as quickly and as accurately
as possible. The participant read the word aloud into a microphone con-
nected to a voice key of the computer. Reaction time (i.e. latency from the
onset of the stimulus to the onset of the participant’s response) was
automatically recorded via the experimental laboratory software Super-
Lab. Inappropriate responses (e.g. mispronunciation errors, noise and
low voice) were recorded by the experimenter.

Results

The data were analysed using MANOVA across participants and
across stimulus items. Tables 9.2 and 9.3 list the means and standard

Table 9.2 The mean reaction times and standard deviations for more and
less proficient groups under all conditions

Stimulus

Reaction time (ms)

More proficient
readers

Less proficient
readers

Lower case

High-frequency and regular 634.7 (57.2) 740.2 (73.4)

High-frequency and exception 649.3 (63.7) 770.6 (81.8)

Low-frequency and regular 672.9 (70.0) 842.8 (109.9)

Low-frequency and exception 735.7 (103.0) 921.4 (185.5)

Alternating case

High-frequency and regular 830.6 (165.5) 934.1 (152.1)

High-frequency and exception 872.9 (167.2) 966.4 (154.3)

Low-frequency and regular 1026.4 (238.4) 1169.8 (210.5)

Low-frequency and exception 1022.6 (225.4) 1232.5 (203.5)

Values enclosed in parentheses represent standard deviations.
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deviations for reaction-time and response-accuracy scores (error percen-
tages) for each group under all conditions.

Reaction time

The item analyses revealed that the less proficient group’s response
accuracy for nine low-frequency exception words (‘couch’, ‘grind’,
‘pear’, ‘pearl’, ‘pint’, ‘sweat’, ‘sword’, ‘tomb’, ‘worm’) was lower than
40%; they were omitted from the analysis. Furthermore, reaction-time
scores greater than 2SD from the mean for each participant, across all
conditions, were replaced with a value of 2SD from the mean.

The analysis of reaction time (RT) was based on correct responses only.
All the main effects were statistically significant.

The more proficient group (M ¼ 805.6, SD ¼ 210.4) recognised stimu-
lus words more quickly than did the less proficient group (M ¼ 947.2,
SD ¼ 224.2); by participant: F(1, 37) ¼ 12.05, p , 0.01; by item
F(1, 134) ¼ 606.86, p , 0.0001.

Lowercase words (M ¼ 759.1, SD ¼ 138.6) were named significantly
more quickly than alternating-case words (M ¼ 1019.3, SD ¼ 228.3); by par-
ticipant: F(1, 37) ¼ 153.30; by item F(1, 134) ¼ 213.51, p , 0.0001 for both.

High-frequency words (M ¼ 809.4, SD ¼ 116.1) were recognised faster
than were low-frequency words (M ¼ 968.9, SD ¼ 254.9); by participant:
F(1, 37) ¼ 163.93; by item F(1, 134) ¼ 70.70, p , 0.0001 for both.

Table 9.3 The mean error percentages and standard deviations for more
and less proficient groups under all conditions

Stimulus

Errors (%)

More proficient
readers

Less proficient
readers

Lower case

High-frequency and regular 0.0 (0.0) 1.5 (2.4)

High-frequency and exception 1.3 (2.2) 4.6 (4.5)

Low-frequency and regular 1.6 (3.0) 6.3 (7.1)

Low-frequency and exception 7.5 (7.3) 12.4 (6.9)

Alternating case

High-frequency and regular 3.8 (4.3) 3.7 (4.8)

High-frequency and exception 3.8 (5.3) 8.7 (7.4)

Low-frequency and regular 4.4 (5.4) 13.7 (11.2)

Low-frequency and exception 7.8 (8.4) 13.5 (6.3)
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Regular words (M ¼ 868.1, SD ¼ 223.5) were named significantly more
quickly than exception words (M ¼ 910.1, SD ¼ 233.6); by participant:
F(1, 37) ¼ 27.98, p , 0.0001; by item F(1, 134) ¼ 4.49, p , 0.05.

There was a significant two-way interaction between case type and
word frequency (by participant: F(1, 37) ¼ 57.70, p , 0.0001; by item
F(1, 134) ¼ 9.39, p , 0.01), reflecting the fact that the frequency effect
was larger for alternating-case words than for lowercase words. The
interactionbetween readingproficiency and frequencywas also significant
(by participant: F(1, 37) ¼ 8.87, p , 0.01; by item F(1, 134) ¼ 45.10,
p , 0.0001), indicating that the less proficient group were more affected
in word-recognition time by word frequency than were the more profi-
cient group. The three-way interaction among case type, word frequency,
and word regularity was found to be statistically significant only by
participant (F(1, 37) ¼ 4.61, p , 0.05). In naming lowercase words,
high-frequency exception words were recognised as quickly as
high-frequency regular words, while low-frequency regular words
were recognised more quickly than low-frequency exception words
(p , 0.01). In naming alternating-case words, on the other hand, the
participants demonstrated no regularity effects in naming either high-
or low-frequency words.

No statistical significance emerged in the interaction between
reading proficiency and case type. This reflects the fact that the more
proficient group were affected by case alternation as adversely as the
less proficient group, suggesting that reading proficiency in English did
not influence the degree to which the Japanese-L1 readers of English
slowed down in naming English words printed in alternating case
(see Figure 9.1).

Figure 9.1 Mean reaction-time scores (ms) for each group on lowercase
and alternating-case items
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Response accuracy

There were three types of response error: consistent incorrect pronun-
ciation, low voice or noise, and mispronunciation. Consistent incorrect
pronunciation was coded for the response to the stimulus word whose
phonological representation (pronunciation) was incorrectly established
by a participant, but whose semantic representation (meaning) was
correct. Mispronunciation was coded when a participant responded
incorrectly to a stimulus word in spite of knowing its correct pronuncia-
tion and meaning. In the response-accuracy analysis, response-error per-
centage was calculated only on the basis of mispronunciation-type
response errors.

As observed in the reaction time analysis, all the main effects were stat-
istically significant.

The more proficient group (M ¼ 5.3, SD ¼ 9.3) recognised stimulus
words more accurately than did the less proficient group (M ¼ 10.7,
SD ¼ 11.6); by participant: F(1, 37) ¼ 15.19, p , 0.001; by item
F(1, 152) ¼ 79.68, p , 0.0001.

Lowercase words (M ¼ 6.8, SD ¼ 10.4) were named significantly more
accurately than alternating-case words (M ¼ 10.1, SD ¼ 11.4); by partici-
pant: F(1, 37) ¼ 11.97; by item F(1, 152) ¼ 7.99, p , 0.01 for both.

The response-error percentage for high-frequency words (M ¼ 3.6,
SD ¼ 5.1) was lower than that for low-frequency words (M ¼ 13.3,
SD ¼ 13.0); by participant: F(1, 37) ¼ 51.47; by item F(1, 152) ¼ 22.92,
p , 0.0001 for both.

Regular words (M ¼ 4.7, SD ¼ 7.2) were named significantly more
accurately than exception words (M ¼ 12.3, SD ¼ 12.8); by participant:
F(1, 37) ¼ 26.30, p , 0.0001; by item F(1, 152) ¼ 7.99, p , 0.01.

The two-way interaction of reading proficiency by frequency was sig-
nificant (by participant: F(1, 37) ¼ 7.17, p , 0.05; by item: F(1, 152) ¼
14.73, p , 0.001), indicating that only the less proficient group showed
statistically significant differences in error percentage between high-
frequency words (4.6%) and low-frequency words (11.5%) (p , 0.0001).
Although the more proficient group also demonstrated frequency
effects (2.2% for high-frequency words; 5.3% for low-frequency words),
statistical significance did not emerge.

The case-type by word-regularity interaction was significant by partici-
pant only (F(1, 37) ¼ 4.68, p , 0.05). This appears to reflect the fact that
the regularity effects in lowercase words were larger than in alternat-
ing-case words. The three-way interaction among case type, word fre-
quency, and word regularity was also significant by participant only
(F(1, 37) ¼ 6.9, p , 0.05). In naming lowercase words, high-frequency
regular words (0.8%) were recognised as accurately as low-frequency
regular words (2.9%), while low-frequency regular words (3.9%) were
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recognised more accurately than were low-frequency exception words
(9.9%). In naming alternating-case words, however, such differences
between high- and low-frequency words were not found; there were no
regularity effects in either high-frequency words or low-frequency words.

As observed in the RT analysis, the interaction between reading profi-
ciency and case type was found to be statistically not significant in the
response-accuracy analysis. This result suggests that, although the less
proficient group were slightly more adversely affected by case alternation
than the more proficient group, the difference was not large enough to
result in statistical significance. Thus, it seems that an increase in
reading proficiency in English did not influence the degree to which
case alternation affected the word-recognition accuracy of Japanese-L1
readers of English (see Figure 9.2).

Discussion

Results underscored the robustness of the main effects for four vari-
ables: word frequency, word regularity, case type and L2 reading profi-
ciency. As expected, high-frequency words were recognised more
quickly and more accurately than low-frequency words; regular words
were processed more quickly and more accurately than exception
words. Furthermore, lowercase words were named more quickly and
more accurately than alternating-case words; more proficient L2 readers
recognised English words more quickly and more accurately than less
proficient L2 readers.

Figure 9.2 Mean error percentages for each group on lowercase and
alternating-case items
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The superiority of the more proficient group was also highlighted in
the significant interaction between reading proficiency and word fre-
quency. The more proficient group showed smaller differences in both
word-recognition time and accuracy between high- and low-frequency
words than did the less proficient group. In other words, the impact of
low-frequency words was relatively smaller for the more proficient L2
readers, suggesting that the more proficient group were more often
exposed to low-frequency words than were the less proficient group.
This relation between reading proficiency and word-frequency effects
has been pointed out in the comparison between L1 and L2 readers
(e.g. Akamatsu, 1999; Muljani et al., 1998). Word-frequency effects are
usually modulated by reading proficiency in word recognition; highly
proficient readers process low-frequency words as quickly and as accu-
rately as high-frequency words, resulting in no word-frequency effects.
Thus, the smaller impact of low-frequency words on word-recognition
processes for the more proficient L2 readers in this study appears to
imply that L2 reading experience (i.e. exposure to L2 words) contributes
to L2 word-recognition speed and accuracy.

Results also showed that case alternation interacted with word fre-
quency and word regularity in different manners. Regardless of differ-
ences in L2 reading proficiency, the differences in word-recognition
time between high- and low-frequency words were much larger for
words in alternating case than for those in lower case. This may be
simply due to scaling effects: because the participants had to slow
down when processing alternating-case words, the impact of word fre-
quency on word-recognition time increased. However, such differences
were not observed.

However, with respect to the interaction between case type and word
regularity, statistical significance emerged in word-recognition accuracy
rather than in word-recognition time; the differences in word-recognition
accuracy between regular and exception words in lower case were larger
than those in alternating case. It seems that the effects of word regularity
on word-recognition accuracy disappeared with the loss of word-shape
information due to case alternation. The same impact of case alternation
was observed in the significant three-way interaction among case type,
word frequency, and word regularity in both word-recognition time
and accuracy. Regardless of differences in L2 reading proficiency, high-
frequency regular words in lower case were recognised as quickly and
as accurately as low-frequency exception words in lower case. Low-
frequency regular words in lower case, on the contrary, were recognised
more quickly and more accurately than were low-frequency exception
words in lower case. In naming alternating-case words, however, L2
readers demonstrated no such regularity effects either in word-
recognition time or accuracy.
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An important finding of this study was the lack of a statistically signifi-
cant interaction between reading proficiency and case type in either word-
recognition time or accuracy. This finding supported the second
hypothesis of this study that the nature of L1 orthography affects L2
word-recognition processes so deeply that L2 reading proficiency could
not influence L1 orthographic effects on the efficiency of processing the
constituent letters in an English word. This hypothesis was proposed
on the basis of the accumulated empirical evidence of previous studies
of the effects of non-phonological L1 orthographic features on L2 word-
recognition processes.

Previous studies suggest that the nature of L1 orthographic features
plays a fundamental role in the development of various aspects of L2
word-recognition, such as sensitivity towards L2 intra-word information
(e.g. Koda, 1999; Muljani et al., 1998), L2 phonological awareness (e.g.
Holm & Dodd, 1996; Huang & Hanley, 1994), L2 morphological aware-
ness (e.g. Koda, 2000), and efficiency in L2 word-recognition processing
(e.g. Akamatsu, 1999, 2003; Brown & Haynes, 1985). In Akamatsu’s
(1999, 2003) studies, for example, L2 readers with a non-phonological
L1 orthography (Chinese and Japanese) demonstrated less efficiency in
word-recognition processing in English than those with a phonological
L1 background (Persian). He explains that the inefficiency may result
from differences in the course of word-recognition development
between a phonological and non-phonological orthography.

In learning to read in English, children go through different phases
before they can recognise words by sight; among the developmental
phases of sight word reading, the amalgamated alphabetic phase is
vital in order to acquire full knowledge of letter-sound correspondence
rules (Ehri, 1992, 1995). Only after one goes through the amalgamated
alphabetic phase and understands how the constituent letters are con-
nected to the corresponding sounds, can one read sight words via
grapheme-to-phoneme correspondence rules. In other words, ‘complete
and repeated attention to sequences of individual letters’ enables one to
read sight words in a skilful manner (Adams, 1990: 130).

In learning to read a non-alphabetic language, however, it seems that
one does not need to experience a phase like the amalgamated alphabetic
phase. Kanji is known as a deep orthography in which the relation
between sound and print is complex and thereby the orthographic infor-
mation of a word is unreliable for its phonological retrieval (Taylor &
Taylor, 1995). The majority of kanji characters have two types of phonolo-
gical representation: the on-reading (on-yomi, or ‘Chinese pronunciation’)
and the kun-reading (kun-yomi, or ‘Japanese pronunciation’). The
on-reading reflects the historical and dialectal, phonological features of
original Chinese characters. Because some kanji characters were intro-
duced more than once from different regions in China or in several
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historical periods, those kanji have multiple on-readings, i.e. more than
one Chinese-derived pronunciation. According to the database developed
by Tamaoka et al. (2002), 262 kanji characters have multiple on-readings
among the 1,945 basic kanji characters (which cover approximately 99%
of all kanji characters used in Japanese newspapers). The kun-reading,
on the other hand, is based on the Japanese translation of the original
Chinese character, and thus, phonologically, it bears no relation to the
on-reading (Taylor & Taylor, 1995).

With respect to the on-reading, one simply must retrieve it from
memory. Normally there are few, if any, phonological clues in the com-
ponents of a kanji character. In contrast, to retrieve the kun-reading, one
could use a basic component called the phonetic radical, although the
predictability of appropriate pronunciation from the phonetic radicals is
relatively low (Kess & Miyamoto, 1999). The phonological retrieval
from the phonetic radical does not involve the computational processing
of the components of a word but simply retrieving the phonological forms
from the radicals as a whole.

Akamatsu (2003) proposes that not encountering the amalgamated
alphabetic phase in a first language may cause L2 readers with a non-
alphabetic L1 background to become inefficient in processing the constitu-
ent letters in an alphabetic word. He argues that critical phases of
development in learning to read words by sight differ according to the
nature of orthography and that such differences may result in particular
cross-linguistic effects on L2 word-recognition processes. Furthermore,
considering the present study’s findings, one could speculate that
L1 orthographic features may deeply affect L2 word-recognition
development.

As mentioned above, this study found no statistically significant
interaction between reading proficiency and case type in either word-
recognition time or accuracy. This lack of interaction indicates that reg-
ardless of differences in reading proficiency in English, Japanese-L1
readers of English were adversely affected by case alternation in word-
recognition speed and accuracy. In other words, an increase in L2
reading proficiency could not diminish the degree of non-phonological
L1 orthographic effects on the efficiency of processing the constituent
letters in an English word. This appears to imply that even a high level
of L2 reading ability could not eliminate, or even reduce, transfer effects
that are specific to L1 word-recognition processing. This finding also
suggests that L2 readers with the same L1 processing experience may
develop their L2 word-recognition processes in a similar manner.

In a first language orthography, through cumulative exposure, one
improves word-recognition ability, and develops word-recognition
skills and strategies. Although there may be some individual differences,
L1 processing experience (e.g. the amount of print exposure) is considered
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as a major factor in determining one’s word-recognition processes (e.g.
Frost, 1994; see Seidenberg, 1992 for an alternative view). In a second
language, in contrast, both L1 and L2 processing experiences intertwine
in contributing to L2 word-recognition development (Koda, 2000).
Thus, L2 readers, who are equally exposed to L2 print, may develop
different L2 word-recognition processes deriving from their particular
L1 processing experiences. Likewise, L2 readers with the same L1 proces-
sing experience could show different L2 word-recognition ability, if the
amount of their L2 print exposure differs.

In Koda’s (1999) study, for example, the Koreans (L2 readers with an
alphabetic L1 background) and the Chinese (L2 readers with a non-
alphabetic L1 background) were equally proficient in L2 reading and
word-recognition processing, and yet, the Koreans were more sensitive
towards intra-word information in English words. Moreover, the contri-
bution of phonological awareness to L2 decoding was greater for the
Koreans than for the Chinese, even though there were no differences in
phonemic awareness skills between the Koreans and the Chinese2

(Koda, 1998). Interpreting these differences between the Koreans and
the Chinese learners of ESL as cross-linguistic effects on L2 word-
recognition processes, Koda (1998, 1999, 2000) proposed the notion of
quantitative and qualitative differences in L2 word recognition. She
argued that L1 processing experience tends to result in little difference
in observable L2 word-recognition performance (i.e. quantitative differ-
ence), whereas L1 effects may reflect the foundational skills or processes
underlying L2 word-recognition (i.e. qualitative difference).

In contrast with Koda’s (1998, 1999) studies, the present study focused
on L2 readers with the same L1 orthographic background who differed in
L2 reading proficiency and found that L2 processing experience produced
little difference in the efficiency of processing the constituent letters in
English words for the Japanese learners of ESL. In other words, L2
readers with a non-phonological L1 background did not differ in the
ability to amalgamate the component letters of an alphabetic word,
even though they varied in L2 reading proficiency and word-recognition
performance. Thus, following Koda’s notion of quantitative and qualitat-
ive differences in L2 word-recognition processes, this finding suggest that
L2 readers with the same L1 orthographic background can be different at
an observable level (i.e. quantitatively different) and yet be the same in
such a critical underlying ability for alphabetic readers as processing
constituent letters (i.e. qualitatively the same). This underscores the
profound impact of L1 orthographic effects on qualitative differences in
L2 word-recognition processes.

In summary, this study investigated whether L2 reading proficiency
influences the degree to which L1 orthographic features affect L2 word-
recognition processes. Results showed that, regardless of differences in

Effects of Reading Proficiency on Word Recognition 255



L2 reading proficiency, case alternation adversely affected the L2 word-
recognition performance (word-recognition speed and accuracy) of
Japanese-L1 readers of ESL to the same degree. This suggest that L2 pro-
cessing experience produces little difference in the efficiency of processing
the constituent letters in an English word for L2 readers with a
non-phonological L1 orthography, thereby underlining the impact of L1
orthographic effects on L2 word-recognition processes.
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Notes

1. The Persian alphabet, which was slightly modified from Arabic, consists of 32
letters. All the letters are primarily used as consonants; three of them are also
used as vowels. These three letters represent half of the six spoken vowels in
Persian. The other half of the vowels are represented by diacritics, usually
omitted in text. Diacritic spelling is used only for children or beginning
readers (Thackston, 1978).

2. This may appear to contradict the results of the study, namely, that L1 ortho-
graphic features affect L2 word-recognition processes; the focus of Koda’s
study, however, differed from that of this study. Koda explored L1 effects on
L2 phonological awareness skills, while this study investigated L1 effects on
the efficiency of processing the constituent letters in a L2. Thus, these seemingly
different findings suggest that L1 orthographic features do not necessarily
affect every aspect of L2 word-recognition processing.
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Chapter 10

Bilingual Interactive Activation
Models of Word Recognition in
a Second Language

WALTER J. B. VAN HEUVEN

Introduction

Reading is a most intriguing human cognitive skill. Humans are able to
read texts at an average rate of 300 words per minute (Rayner & Pollatsek,
1989). During this process readers must not only identify line segments as
letters and letter strings as words, but they must also derive the meaning
and sound of the sequence of words in each sentence. A central com-
ponent of reading is visual word recognition, a process that has been
studied extensively by cognitive psychologists over the last 30 years.
While this research has mainly focused on the recognition process in
monolinguals, in the last decade research on bilingual visual word recog-
nition has increased considerably. This is important because more than
50% of the world’s population is bilingual (Grosjean, 1982).

Research on bilingual visual word recognition stimulates our under-
standing of the underlying representations and mechanisms of the
language system of the bilingual but also that of the monolingual. In
this chapter, I begin with a short overview of some empirical findings con-
cerning the characteristics of the visual word recognition system of a
bilingual reader. These characteristics have been used to develop compu-
tational models of this process. Next, I will outline why computational
modelling is a very useful tool to understand and analyse the visual
word recognition system. This will be further illustrated when I describe
bilingual interactive activation models that are able to simulate a number
of empirical findings of visual word recognition in a second language.

Issues and Findings in Bilingual Visual Word Recognition

Research on bilingual visual word recognition has mainly been
concerned with the question of whether word reading in one language
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is affected by the knowledge of words from the other language. If a bilin-
gual were just two monolinguals in one person, the two language systems
would be completely separated. However, a more likely possibility would
be that bilinguals have one combined language system for both their
languages. In the literature, these positions have been investigated in
relation to the issue of storage (memory) and access to words (processing)
of both languages. The focus in the literature has been on contrasting
(1) language selective access in independent lexicons with (2) language
non-selective access into an integrated lexicon (Van Heuven et al., 1998).
Both viewpoints are depicted in Figure 10.1. According to the first view-
point (Figure 10.1, left), the word recognition process of bilinguals is not
affected by their knowledge of the other language, while according to the
second viewpoint (Figure 10.1, right) the influence of the knowledge of
the other language on word recognition in one language can be noticed.
These theoretical viewpoints on bilingual visual word recognition have
been investigated in different experimental tasks in the first (L1) or
second (L2) language of the bilingual, using various sorts of stimulus
material. In the next sections, I will describe word types that have been
used by researchers in experiments and their findings.

Before I do so, I need to comment on the type of bilinguals used by
researchers. Many bilinguals are not perfect balanced bilinguals who
learned both languages simultaneously from birth. Most are non-
balanced bilinguals who learned the second language after the age of
about 10 and who became proficient in it as students. They use their
second language for study and leisure, but not necessarily every day or

Figure 10.1 Two viewpoints on lexical organisation and processing. Left:
(1) selective access in independent lexicons (e.g. to English words only).
Right (2) non-selective access to an integrated lexicon of Dutch and
English words
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regularly. The participants in the experiments reported below are, unless
noted otherwise, such non-balanced bilinguals.

I should also point out that the research overview presented here is not
complete as it focuses on studies that investigated effects of cross-linguistic
identity and similarity (for overviews seeDijkstra, in press; Grainger, 1993;
Keatley, 1992). Furthermore, these studies are important for the current
chapter because their findings have been used to develop and evaluate
interactive activation models of bilingual word recognition.

Cross-linguistic identity: Homographs and cognates

One of the interesting aspects of bilingual readers is that the two
languages that they have learned can be closely related (e.g. Dutch and
English). As a consequence, words from both languages are often
spelled identically. For example, the English word ‘room’ is also a
Dutch word, but its meaning in Dutch is completely different from that
in English, namely ‘cream’. Identically spelled words between two
languages but with a different meaning are called interlingual (or
interlexical) homographs or false friends. In contrast, words that are
written the same and have (largely) the same meaning in both languages
are called cognates (e.g. <storm>). In Dutch and English, words with the
same written form (which I will refer to in this chapter as ‘orthography’)
are quite common. In fact, there are more than 1080 written words
between 3 and 6 letters in length that are words in Dutch as well as in
English (Timmermans, 1996). About one-fifth are interlingual homo-
graphs (with a different meaning) while the others are cognates (having
more or less the same meaning).

Cognates and interlingual homographs have two interesting aspects
that can be used to investigate bilingual word recognition. First,
because interlingual homographs (henceforth also referred to as ‘homo-
graphs’) exist in two languages, the number of times they are encountered
by a bilingual in each language can be different (e.g. the English reading of
<room> is more frequent than the Dutch reading of <room>). Thus, there
can be a difference in relative frequency between the two readings.
Second, while the orthographic form in the two languages is identical
for cognates and homographs, homographs have a completely different
meaning in each language. Furthermore, pronunciation of homographs
and cognates in each language can be similar – the Dutch-English
cognate ‘film’ is pronounced as /fIlm/ in both languages – or different –
pronunciation of the Dutch-English homograph ‘room’ in English is
/ru:m/ while the pronunciation in Dutch is /ro:m/. These issues of
frequency and similarity in terms of orthography and phonology can be
used to investigate bilingual visual word recognition, because a selective
access model would not predict any effect of the relative frequency
differences and orthographic/phonological overlap of homographs and
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cognates because the storage of words and access to them are language
specific, while a non-selective access model would predict effects of
these characteristics because words of both language become active in
an integrated lexicon. Related questions are, for example, how do bilin-
guals distinguish the two meanings of a homograph? And does the
context in which these words occur have an effect on how they are pro-
cessed? Consider, for example, words from the second language pre-
sented in a pure list of L2 words versus those presented in a mixed list
of L1 and L2 words.

Dijkstra et al. (1998b) conducted a series of experiments to investigate
the effects of the relative frequency differences of the two readings of
homographs and cognates. They also investigated the role of stimulus
list composition. In their first experiment, Dutch-English bilinguals per-
formed an English lexical decision task. Participants in this task have to
decide as quickly as possible whether a letter string presented on the
screen is a correct English word (e.g. <list>) or not (e.g. <blan>) and
press the corresponding response button. In this experiment, homographs
and cognates were intermixed with English control words and pseudo-
words. For homographs, the word frequency (low or high) of homo-
graphs was varied orthogonally in Dutch and English. The results
revealed that response times to homographs were not significantly differ-
ent from those to English control words. This finding might be seen as
support for a selective access model of bilingual word recognition,
because participants were not affected by the Dutch reading of the homo-
graphs. However, reaction times to cognates presented in the same exper-
iment were significantly faster than to English control words, supporting
the view of non-selective access to an integrated lexicon.

The next two experiments of Dijkstra et al. (1998b) also supported
the latter view because the result pattern indicated that bilinguals
were not able to read homographs without being affected by Dutch
words presented in the same list. While in the first experiment parti-
cipants conducted an English lexical decision task in a purely English
list context (no purely Dutch words were presented), the word list in
the second experiment contained also purely Dutch words. Participants
were instructed to press the ‘No’ button in case of such Dutch words,
because they are not English words.

Reaction times to interlingual homographs were now much slower
than to English control words. In the third experiment, subjects conducted
a generalised lexical decision task in which they had to press the ‘Yes’
button when a string of letters was a Dutch or an English word and the
‘No’ button when the string was not a word. This third experiment led
to much faster reaction times for interlingual homographs. Only a
model assuming non-selective access to an integrated lexicon can
account for this pattern of results.

Bilingual Interactive Activation Models 263



The same conclusion was drawn by De Groot et al. (2000) who also con-
ducted three experiments with interlingual homographs. In their first
experiment they used a translation recognition task in which Dutch–
English bilinguals had to decide whether or not twowords presented sim-
ultaneously on the screen were translation equivalents. The other two
experiments used the lexical decision task. The overall pattern of results
revealed slower reaction times to homographs than to control words, sup-
porting the viewpoint of non-selective access to an integrated lexicon.
Note that the size of the inhibition effects in both De Groot et al. (2000)
and Dijkstra et al. (1998b) varied with the relative frequency of the
Dutch and English reading of the interlingual homograph. For example,
in the second experiment of Dijkstra et al. (1998b), when the frequency
of the Dutch reading was higher relative to the English frequency, stron-
ger inhibition effects were found.

As indicated above, apart from their relative frequency in the two
languages, homographs and cognates differ in the similarity of their
pronunciation. Dijkstra et al. (1999) pointed out that this overlap in pho-
nology has been neglected in many studies. In the case of the Dutch-
English cognate <film>, the pronunciation in Dutch and English is very
similar (/fIlm/), while in the case of the cognate <type> the pronunciation
is very different (e.g. Dutch /ti:p@/ and English /taIp/). Dijkstra et al. (1999)
investigated the role of such cross-linguistic similarity of orthography (O),
phonology (P) and semantics (S) in two experiments. Dutch-English cog-
nates (with similar meaning) were selected with either a similar pronun-
ciation in Dutch and English (SOP items, e.g. <film>) or a different
pronunciation (SO items, e.g. <type>). In addition, homographs (with
different meaning) were selected with either a similar pronunciation in
Dutch and English (OP items, e.g. <brief> pronounced as /bri:f/ in both
Dutch and English) or a different phonology (O items, e.g. <room>). Fur-
thermore, items were selected with a similar meaning and phonology but
a different orthography in Dutch and English (SP items), such as the
English word <cliff> and the Dutch word <klif>, which have the same
meaning and phonology (/klIf/). Finally, English words were selected
with a similar pronunciation to Dutch words but with a different ortho-
graphy and meaning (P items), such as the English word <leaf> and
Dutch <lief> (‘sweet’), both pronounced as /li:f/.

Using these items, Dijkstra et al. (1999) conducted experiments in
L2 English with Dutch–English bilinguals involving English lexical
decision and progressive demasking. In a progressive demasking exper-
iment, the presentation of a target word is alternated with the presen-
tation of a mask (e.g. a row of hash marks <####>). The sequence starts
with a long presentation of a mask (e.g. 300 ms) followed by a short
presentation (e.g. 15 ms) of the target string. In the subsequent sequences,
the presentation time of the mask decreases while the presentation time of

264 Reading a Second Language Writing System



the target increases. The participants have to press a button as soon as
they have identified the target word. This progressive demasking tech-
nique is less sensitive to strategies than lexical decision and therefore is
a better reflection of the visual word recognition process (Snodgrass &
Mintzer, 1993). The lexical decision and progressive demasking results
revealed that, relative to English control words, overlap in semantics
and orthography produced a facilitation effect, while overlap in phonol-
ogy produced an inhibition effect. Again, this pattern of results can
only be explained by a bilingual model of word recognition that
assumes non-selective access to an integrated lexicon.

Cross-linguistic similarity: Orthographic neighbours

Another stimulus type that has been used to study the bilingual word
recognition system is words that are orthographically similar but not
identical across languages. For example, the English word <cord> and
the Dutch word <bord> (‘plate’), differ in only one letter. Such orthogra-
phically similar words are called orthographic neighbours. Coltheart et al.
(1977) defined a neighbour as a word that can be created by changing a
single letter of a target word. Research on monolingual readers has
shown that the number (neighbourhood density) and frequency (neighbour-
hood frequency) of orthographic neighbours affect target word processing.
For example, the English word <evil> differs from the word <burn> in
terms of their neighbourhood density: <evil> has no orthographic neigh-
bours in English while <burn> has several orthographic neighbours in
English (e.g. <turn>, <born>, <barn> and <bury>). An example of neigh-
bourhood frequency differences between words are the English words
<burn> and <bowl>. Both words have seven orthographic neighbours
and about the same word frequency but they differ in the number of
neighbours that have a higher word frequency than themselves:
<bowl> has no neighbours that have higher frequency, while <burn>
has two neighbours that have a higher frequency (<born> and <turn>).
For overviews of effects of neighbourhood density and frequency in
monolingual visual word recognition and naming aloud see Andrews
(1997), Mathey (2001) and Perea and Rosa (2000).

In the case of bilingual participants, neighbours of a target word
(e.g. L2 English word <cord>) can originate not only from the target
language (e.g. L2 English neighbour <cold>) but also from the non-
target language (e.g. L1 Dutch neighbour <bord>, ‘plate’). Neighbours
provide a unique way to investigate the two fundamental questions in
bilingual research of access method and memory organisation, because
participants are not aware of such neighbours. Note that in the case of
homographs and cognates participants might become aware of the exist-
ence of a homograph or cognate in the other language. However, Dijkstra
et al. (2000) have shown that participants can ‘overlook’ Dutch–English
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homographs in a Dutch go/no-go task (press a button when the word is a
Dutch word) when the frequency of the English reading is much higher
than the Dutch reading. Neighbourhood effects are assumed to arise
during word identification, not during a late decision process. This is
important because the effects of within- and between-language neigh-
bours allow for a test of the independent versus integrated lexicon
hypotheses. The independent lexicon hypothesis predicts that only
within-language neighbours will affect target word processing, while
the integrated lexicon hypothesis predicts that both within- and
between-language neighbours will affect target word processing when
word access is language non-selective.

Van Heuven et al. (1998) investigated the effects of within- and
between-language neighbours in a series of experiments with Dutch–
English bilinguals and English monolinguals. They selected English
words that had either a few or many neighbours in English (within-
language neighbours) and Dutch (between-language neighbours), and
Dutch words with a few or many neighbours in Dutch (within) and
English (between). For Dutch target words, increasing the number of
Dutch neighbours led to slower responses from bilinguals. For English
target words, increasing the number of English neighbours facilitated
the response of bilinguals and monolinguals. More importantly, for
both Dutch and English target words, neighbours of the other non-
target language inhibited target word processing in bilinguals. Inhibitory
effects of non-target neighbours on target word presentation have also
been found in a lexical decision task with French–Spanish bilinguals
(Font, 2001). In both French (L1) and Spanish (L2) longer reaction times
were observed to words with larger number of neighbours in the non-
target language. Only a model that assumes non-selective access to an
integrated lexicon can account for these results.

Neighbours have also been found to affect target word processing in a
masked priming paradigm (Forster, 1987; Segui & Grainger, 1990). In this
paradigm a prime and a target letter string are presented in sequence. The
presentation sequence starts with a mask (e.g. a row of hash marks
<####>), followed by a very brief presentation of the prime in lower
case (e.g. <both>), which is immediately followed by the target letter
string in upper case (e.g. <BATH>). Participants are instructed to make
a lexical decision on the target string presented in upper case. The
prime is presented for a very short time (e.g. 30–60 ms) so that partici-
pants do not become aware of it. Bijeljac-Babic et al. (1997) used the
masked priming technique to investigate the effects of orthographically
related L1 and L2 word primes (neighbours) on target word processing.
In two experiments, French-English bilinguals performed a lexical
decision task on targets from L2 (English) in one experiment and on
targets from L1 (French) in the second. In both experiments, neighbour
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primes from L1 and L2 significantly slowed down target word processing.
Recently, Schulpen (2003) replicated the results of this second experiment
with Dutch–English bilinguals in a Dutch lexical decision task. Orthogra-
phically related L2 (English) word primes inhibited L1 (Dutch) target
word processing – English prime word <large> and Dutch target word
<LARVE> – relative to unrelated word primes – English prime word
<group>. Again, only a non-selective access model with an integrated
lexicon is able to account for these results.

Cross-linguistic similarity: Homophony

The masked priming technique has also been used to study the effect of
phonological overlap between primes and targets. In the monolingual
domain, word and non-word primes that are homophonic (same pronun-
ciation) with the target word facilitate target word recognition relative to
non-homophonic primes. For example, the French non-word prime
<lont> facilitates the French target word <LONG>, because both prime
and target are pronounced similarly as /lÃ/ (Ferrand & Grainger, 1993).
In the bilingual domain, Brysbaert et al. (1999) found that L2 target
word processing in Dutch–French bilinguals was affected by homopho-
nic word primes (homophones) and homophonic non-word primes
(pseudohomophones), not only from the second language but also from
the first. For example, the Dutch non-word prime <soer>, which sounds
like the French word <sourd> /su:r/ according to the Dutch spelling-to-
sound correspondences, affected the identification of the French target
word <SOURD>. This finding showed that phonological representations
of both languages are activated simultaneously by spelling–sound con-
nections from both L2 and L1. Van Wijnendaele and Brysbaert (2002)
demonstrated that phonological priming is also possible from L2 to L1.
Again, only a model that assumes non-selective access can account for
these cross-linguistic phonological priming results.

The role of phonology in L2 word recognition tasks has also been inves-
tigated using single word presentation. In the second experiment of Nas
(1983), English words, pseudowords and pseudohomophones were
presented to Dutch-English bilinguals in an English lexical decision
task. The pseudohomophones in this experiment were constructed by
changing the spelling of Dutch words according to English spelling-
to-sound rules. For example, the Dutch word <triest> was changed into
the pseudohomophone <treast>. Rejection latencies to those pseudo-
homophones were much slower than to control (non-homophonic) pseu-
dowords (e.g. <prusk>). Thus, when bilinguals perform a task in the
second language, the spelling–sound correspondences of the L2 can acti-
vate L1 phonological representations that affect visual word processing in
the L2. These results also support the viewpoint of non-selective access.
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The studies reported in this overview used cross-linguistically identi-
cal or similar words of both languages. Their results showed that L2
word processing is affected by L1, and so they are by a large majority
in favour of a bilingual model of visual word recognition with an inte-
grated lexicon in which access is language non-selective (parallel access
to words of both languages).

The BIA Model

In the early 1980s, a group of algorithmic models were developed called
connectionist models. These contain interconnected processing units (nodes).
Activation flows through these units and units influence each other’s acti-
vation via excitatory and inhibitory connections. One of the first models of
this kind was the Interactive Activation (IA) model (McClelland &
Rumelhart, 1981). This computational model was developed to account
for context effects in letter perception. The IA model has so-called ‘localist
representations’, referring to the presence of one computational unit for
each concept or entity. Thus a visual feature, a letter, or a word is rep-
resented by one node in the network. A network with localist represen-
tations mirrors the structure of the knowledge it contains (Hinton et al.,
1986). The designer of a localist network preprograms the connections
and weights between the nodes. A related yet different type of network
model, generally called parallel distributed processing (PDP) models, uses
distributed representations rather than localist. In these models concepts
are represented as a pattern of activation over several nodes.

Both types of network model have advantages and disadvantages. In
the bilingual domain, models of both approaches have been developed
(see Thomas and Van Heuven, in press). In this section and those
following, I will provide some in-depth analysis of bilingual interactive
activation models, which use localist connectionist representations,
beginning with a description and analysis of the bilingual interactive acti-
vation (BIA) model (Dijkstra & Van Heuven, 1998; Dijkstra et al., 1998a;
Van Heuven et al., 1998). The BIA model is an extension of the IA
model (McClelland & Rumelhart, 1981) to the bilingual domain and it
implements non-selective access to an integrated lexicon.

Structure and processing

The BIA model consists of four layers of nodes: an input layer with
visual letter features, a letter layer with letters for each letter position, a
word layer with words from two languages (e.g. English and Dutch
words), and a language node layer with a language node for each
language. These are represented in Figure 10.2. The BIA model contains
only words of a fixed length, just like the IA model, for example, only
4-letter Dutch and English words.
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To explain how this model works, I will describe four important
characteristics of the BIA model. Note that the first three are shared
with the original IA model, which is embedded in the BIA model.

(1) Word frequency differences are implemented in the model by
varying the resting-level activation of word nodes. A node of a word
with the highest frequency receives a resting-level activation of
0. The resting-level activations of all other word nodes are assigned

Figure 10.2 The architecture of the Bilingual Interactive Activation (BIA)
model. Excitatory connections are indicated by arrows (with arrow heads
pointing in the direction of activation spreading), inhibitory connections
by ball-headed lines
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values between –0.92 and –0.01, proportional to the log of the
frequency of the word (McClelland & Rumelhart, 1988). A conse-
quence of these differences in resting-level activations is that word
nodes with higher resting-level activations will become activated
more quickly than word nodes with lower resting-level activations.
For example, a common word such as <bath> is activated faster in
the model because it has a higher resting-level activation than a
rare word such as <balm>. Therefore the model recognises
common words faster than rare words.

(2) Word nodes compete with each other at the word level. This mech-
anism is called lateral inhibition. The higher the word node is acti-
vated, the more strongly it will inhibit other activated word nodes.
This mechanism is also important, because it magnifies the small
initial resting-level activation differences (that is why it is called
the ‘rich-get-richer’ effect, McClelland & Rumelhart, 1981). Thus,
when the letter string <bath> is presented to the model, not only is
the English word node of <bath> activated in the model but also
word nodes of similar written words (e.g. neighbours <both>,
<path>) and all these word nodes compete with each other.

(3) Words that are activated at the word level activate the letters that
they contain through top-down feedback. For example, the word
<took> excites the letter <t> at the first position, the letter <o> at
the second and third positions and the letter <k> at the fourth
letter position. An interesting aspect of this top-down feedback is
that activated words with the same letters at the same positions
(e.g. <book>, <cook>) will reinforce their shared letters (e.g. <o>,
<o>, and <k>). The more words that share these letters, the more
their activation level increases; this is called the ‘gang’ effect
(McClelland & Rumelhart, 1981).

(4) Words in the BIA model send activation to the language node to
which they belong. These language nodes are then able to inhibit
the activated words of the other language. This top-down inhibition
enables the model to suppress the influence of the other language.
It is important for the behaviour of the model that this top-down
inhibition can be asymmetric, and therefore different for each
language. Thus, an English word <cook> activates the English
language node which in turn can inhibit activated Dutch words
(e.g. <rook>, <dook>, <kook>).

These four mechanisms are important for the behaviour of the model.
So what happens when an input string is presented to the model? First,
the string is converted to a set of visual features at each letter position.
Then, at the beginning of each processing cycle, these letter features
excite those letters that contain these features and inhibit letters that do
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not have these features. Activated letters at each letter position then excite
words that contain these letters at the same position and inhibit words
that do not have the letter at that position. For example, if the letter <b>
is activated at the first position, it will excite words like <book> and
<back>, because these words have this letter at the first position.
However, it will inhibit words that do not have the letter <b> at the
first position, such as <task> and <able>.

At the word level, activated words inhibit each other (lateral
inhibition). Furthermore, words excite the letters that they contain
(top-down feedback). In addition, words activate the language node to
which they belong. For example, the word <book> will activate the
English language node, and the word <berm> will activate the Dutch
language node. Furthermore, language nodes can inhibit activated
words of the other language. The amount of excitation and inhibition
that each node receives and the new activation value of the node is calcu-
lated at the end of each processing cycle. After this updating, the whole
cycle starts again. Over time, some nodes become more active while
others become less active. Figure 10.3 shows what happens over time at
the word level when the Dutch word <vers> is presented to the model,

Figure 10.3 Activation curves of word nodes activated at the word layer
when the Dutch word <vers> is presented to the BIA model (only the first
10 time cycles are shown). In this simulation there was no language node
to word inhibition (parameters were set to zero). All other parameters
were identical to the Interactive Activation (IA) model (McClelland &
Rumelhart, 1981). The BIA model contained all 4-letter Dutch and
English words
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presented as successive time-cycles during which <vers> becomes more
and more active compared to its Dutch neighbours <verf>, <pers> and
<kers> and its English neighbours <very> and <verb>. The whole simu-
lation process ends when a word node reaches a certain activation level,
i.e. when <vers> has an activation value of at least 0.7. This activation
level is called the identification threshold and is generally set a little
below the maximum activation that a node can reach.

The BIA model has a number of parameters (e.g. letter-to-word exci-
tation and letter-to-word inhibition) that are used to set the weights
between the nodes. These weights determine how much excitation and
inhibition flows between and within the layers. All parameter settings
of the BIA model are identical to the IA model. However, a few par-
ameters are unique for the BIA model: the word-to-language excitation
parameter and the top-down inhibition parameters that control how
much inhibition is sent from each language node to all words of the
other language. These latter parameters are assumed to vary under par-
ticular task demands (Dijkstra & Van Heuven, 1998). For example, bilin-
guals might be able to reduce the influence of non-target language
words on target word processing by suppressing non-target language
word candidates during word identification when the task is limited to
one language.

The BIA model implements non-selective access to an integrated
lexicon. Thus, as can be seen in Figure 10.3, it is not only Dutch words
that are activated when the Dutch word <vers> is presented to the
model but also orthographically similar English words such as <very>
and <verb>. Furthermore, both Dutch and English words compete with
each other at the word level in the same way as words within a language.
Thus, at the word level the model does not distinguish between Dutch
and English words.

The BIAmodel is not only able to simulate a perfect, balanced bilingual
who has mastered both languages perfectly, but also a less perfect (non-
balanced) bilingual. For a perfect bilingual, word frequencies of words
from both languages are assumed to be comparable. For a less proficient
bilingual who has encountered the L2 words less frequently, the frequen-
cies of L2 words have to be adjusted. In Van Heuven et al. (1998) the
resting-level activation range of the L2 words was reduced. As a conse-
quence, the highest frequency words were especially reduced in their
frequency and so they are activated more slowly. With this mechanism,
the model is able to simulate the slower reaction times to L2 words in
non-balanced bilinguals.

The processing mechanisms of the BIA model seem very simple.
However, because of interactions between the nodes in the network, its
behavior can be quite complex and difficult to predict. It is therefore
necessary to conduct actual simulations with the model. Furthermore,
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the model might exhibit unpredicted behavior that can lead to new
predictions that can be tested in experiments. For example, unexpected
interactions between primes and targets, so called shared neighbourhood
effects, were observed in simulations with the IA model. This led to pre-
dictions concerning the effect of the size of the shared neighbourhood on
target word processing, which were subsequently confirmed in a masked
priming experiment (Van Heuven et al., 2001).

Simulations with the BIA model

A number of simulations have been conducted with the BIAmodel. For
example, it was able to account for effects of within- and between-
language neighbours (Van Heuven et al., 1998). Not only could the
model account for the inhibition effect of between-language neighbours
in L2 and L1, but also for the different effects of within-language neigh-
bours in L2 (facilitatory) and L1 (inhibitory). Two aspects of the BIA
model turned out to be important to obtain a good fit for the overall
pattern of results. First, the word frequencies of L2 words were reduced
by lowering their resting-level activations because the participants in
the study were non-balanced bilinguals. With this frequency adjustment,
the model already provided a very good fit. Secondly, the fit increased
further when some top-down inhibition from only the Dutch language
node to all English word nodes was introduced (Dijkstra & Van Heuven,
1998; Dijkstra et al., 1998a; Van Heuven et al., 1998).

In addition, the BIA model was able to account for the within- and
between-language masked priming effects of Bijeljac-Babic et al. (1997).
Simulations of these experiments were conducted with a French and
English lexicon incorporated in the BIA model. To simulate masked
priming, primes were presented on the first cycle and replaced by the
target word on the third cycle. The model was able to simulate the inhibi-
tory effect of orthographic word primes from L1 and L2 relative to
unrelated word primes in both languages. Furthermore, effects for the
L2 proficiency groups in the second experiment of Bijeljac-Babic et al.
(1997) were correctly simulated by the BIA model (Dijkstra et al., 1998a).

Simulation of interlingual homograph effects turned out to be more dif-
ficult. The BIA model assumes that interlingual homographs are charac-
terised by two representations, one for each language. Because both
homographs are identical in their written form, their activity at the
word level becomes about equal (any activation differences are due to fre-
quency differences). The two representations compete because of lateral
inhibition while they reinforce each other through feedback from the
word level to the letter level. The net effect of these mechanisms is that
both word nodes are activated strongly but none of them reaches the
activation threshold. This model behaviour is not correct, because in
real life bilingual humans are able to recognise homographs. However,
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a homograph can reach the threshold when a language node sends
inhibition to one of the representations. With this top-down inhibition
mechanism, Dijkstra and Van Heuven (1998) were able to simulate
the pattern of correct responses in the Dutch go/no-go experiment of
Dijkstra et al. (2000).

Limitations and problems of the BIA model

Although the BIA model is successful in simulating a number of
empirical findings, it has a number of problems and limitations. I will
focus now on a few of these limitations and problems (for an extensive
discussion see Dijkstra & Van Heuven, 2002). First of all, the BIA model
does not contain any phonological and semantic representations. Conse-
quently, the model is unable to account for effects of phonology and
semantics in visual word recognition. For example, the BIA model
cannot account for the effects of the phonological and/or semantic
overlap in the recognition of homographs and cognates. Secondly, the
model is limited to the recognition of words of a fixed length,
e.g. four letters. Thirdly, language nodes have both functional and rep-
resentational characteristics. For example, the language nodes can
inhibit words of the other language, whereby the effects of the other
language are reduced. However, Dutch-English bilinguals were not able
to inhibit Dutch words in an English lexical decision experiment in
which Dutch words (requiring a ‘No’ response) were included (the
second experiment in Dijkstra et al., 1998b) when this would reduce
Dutch interference. In other words, this top-down inhibition does not
seem to exist. To be able to overcome these limitations and problems,
Dijkstra and Van Heuven (2002) proposed a revised and extended BIA
model, which they called the BIAþ model.

Introduction to the BIA1 Model

The BIAþ model is a theoretical framework for bilingual word proces-
sing proposed by Dijkstra and Van Heuven (2002). I will start with a
description of the basic architecture of this theoretical model.

Architecture of the BIA1 model

The BIAþ model consists of two systems: an identification system and
a task/decision system, shown in Figure 10.4. The identification system
is a partly independent module that subserves the identification of
words. This system incorporates orthographic, phonological and seman-
tic layers. These layers are fully interconnected so that orthography acti-
vates phonology and vice versa at both the sublexical and lexical levels. In
addition, orthographic and phonological word forms activate semantic
representations. Furthermore, language nodes are activated but, unlike
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in the BIAmodel, they cannot affect the activation of words from the other
language. The language nodes are only used as language-tags so that the
model ‘knows’ to which language each word belongs.

The identification system of the BIAþ model

The identification system of the BIAþ model has both lexical and sub-
lexical connections between orthography and phonology. In this way the
model implements the theory of multiple routes for reading words aloud
(Coltheart et al., 1993). According to this theory, a word can be pronounced

Figure 10.4 The BIAþ model, a theoretical framework of bilingual word
recognition. Excitatory connections are indicated with arrows while
inhibitory connections within each layer are omitted
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using two or three information processing routes. One route is called the
direct route. In this route the phonology of a word is looked up in memory.
This direct route is implemented through the connection between
orthographic and phonological word forms. The second route is called
the sublexical route. It transforms letters and letter clusters into phonemes.
The sublexical connection between orthography and phonology in the
BIAþ model reflects this second route. Finally, the third possible route,
in which phonology is looked up through semantics, is implemented
in the BIAþ model in terms of connections between orthographic
and phonological word nodes on the one hand and semantic nodes
on the other.

The identification system of the BIAþ assumes (just like the BIA
model) non-selective access to an integrated lexicon. Thus, at the
orthographic and phonological word level, words of both languages
are fully interconnected. Input at the sublexical orthographic level
activates orthographic word representations in a language independent
way. The same holds for the connection between sublexical and lexical
phonology because connections are language independent. In the
BIAþ model homographs have two representations at the orthographic
and phonological word level. This allows the model to capture the
frequency dependent inhibition effects for homographs observed in
Dijkstra et al. (1998b).

Task/decision system of the BIAþ model

The task/decision system of the BIAþmodel receives continuous input
from the identification system. This system uses so-called task schemas
(Green, 1998) that determine which task-specific response procedures
have to be applied to the task at hand. These procedures can be
implemented using simple activation thresholds in one or more layers
of the identification system. However, more complex thresholds that
reflect different strategies might be used as well. For example, a lexical
decision could be based not only on the correct identification of a word
but also on a quick guess based on the overall activity in the lexicon.
Thus, when there are many word nodes activated in the lexicon (due to
the activation of many neighbours), the likelihood that the input string
is a word increases, so participants might adopt the strategy to press
the ‘Yes’ button in such cases before the word is identified. Such a gues-
sing strategy was implemented in the IA model by Grainger and Jacobs
(1996), who introduced a total word activity threshold (sigma) that uses
the summed activity at the word level to make a fast guess about the
presented item.

An important characteristic of the BIAþ model is that the identification
system functions independently from the task/decision system. The
task/decision system cannot affect the activity of nodes within the

276 Reading a Second Language Writing System



identification system. An important question is what kind of information
outside the BIAþ model is able to affect the two systems of the model.
Dijkstra and Van Heuven (2002) made a distinction between linguistic
and non-linguistic context effects. In the BIAþ model only linguistic
context can affect the activation of nodes in the identification system. In
contrast, non-linguistic context can affect the task/decision system of
the BIAþ model (see Dijkstra & Van Heuven, 2002, for an extensive dis-
cussion of these issues). Linguistic context refers to, for example, sentence
context, while non-linguistic context effects refer to the participants’
expectations based on instruction or task demands.

Implementation of BIA1: The SOPHIA model

The BIAþ model proposed by Dijkstra and Van Heuven (2002) is a
verbal-theoretical model. Recently, Van Heuven and Dijkstra (2003, in
preparation) have started to implement the identification system of the
BIAþ model in an interactive activation network, called the Semantic,
Orthographic and PHonological Interactive Activation model (SOPHIA).
As acknowledged by Dijkstra and Van Heuven (2002: 182), ‘implementing
phonological and semantic representations in an interactive activation
model poses serious problems for the modeller’. In particular, the
mapping between letters and phonemes is complex, especially for irregu-
lar languages such as English. For example, in English, the letter <i> in the
word <pint> /paInt/ is pronounced differently from the letter <i> in the
words <hint> /hInt/ and <mint> /mInt/. Another example is the letter
cluster <ough> which is pronounced differently in the words <tough>
/t�f/, <cough> /k‰f/, <though> /D@U/ and <through> /Tru:/. In the mono-
lingual domain, various solutions have been proposed for this sublexical
mapping between letters and phonemes (Dijkstra, 2001). For example, in
the dual-route cascaded (DRC) model of reading aloud (Coltheart et al.,
2001), sublexical mapping is implemented using context-dependent
grapheme-to-phoneme rules.

At the moment the SOPHIA model incorporates only monosyllabic
words. The model makes a distinction (for each syllable) between onset
(O), nucleus (N) and coda (C) representations (letter and phoneme
clusters) at the orthographic and phonological sublexical level, because
mappings between single letters and phonemes are difficult as explained
above. Note that the onset contains only consonants, and the nucleus only
vowels (thus identical to CV distinction). These Onset-Nucleus-Coda
(ONC) representations at the orthographic level are used as input rep-
resentations. A similar input scheme has also been used in the monolin-
gual model of Plaut et al. (1996). In the SOPHIA model, connections
between orthographic and phonological ONC representation perform
the conversion between letters and phonemes.
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The links between orthographic and phonological ONC represen-
tations and the weights of these connections are determined by the
specific words and their frequencies that are read into the model. When
words are read into the model, orthographic and phonological wordforms
are divided into three letter and phoneme clusters for onset, nucleus, and
coda respectively. Taking the example of the English word <book>, the
onset <b>, nucleus <oo> and the coda <k> representations are entered
into the model. Next, the phonological wordform of <book>, i.e. /bUk/,
is divided into the onset /b/, nucleus /U/ and coda /k/. Next, the onset
letter cluster <b> is connected to the phonological onset cluster /b/, the
nucleus letter cluster <oo> connected to the phonological nucleus /U/
and the coda letter <k> to the coda phoneme /k/. The weights of these
representations are then assigned values based on their frequency of
occurrence in the language.

What happens when a letter string is presented to the SOPHIA model?
When the word <link> is presented to the model, the onset <l>, the
nucleus <i> and the coda <nk> are activated. These letter clusters sub-
sequently activate both the whole word orthographic representation of
<link> and the corresponding phonological ONC clusters at the
phoneme cluster layer. Next, the orthographic word activates its associ-
ated phonological representation, and at the same time the activated
phonemes activate the whole phonological representation of /lI˛k/. The
same processing mechanisms described for the BIA model (under
Structure and processing above) also apply to the SOPHIA model.
Thus, there is lateral inhibition at each layer in the model and top-
down feedback flows from higher levels to lower levels. The architecture
of SOPHIA is shown in Figure 10.5. So far, only the orthographic and
phonological parts of the SOPHIA model are implemented.

Simulations with SOPHIA

The current implementation of SOPHIA is able to simulate various
orthographic and phonological effects observed with monolinguals (Van
Heuven & Dijkstra, in preparation). In the simulation presented below I
describe two exploratory sets of simulations with the SOPHIA model
focusing on bilingual data sets. The same set of parameters was used in
all the simulations reported here. The monosyllabic English and Dutch
wordform lexicons used in the simulations were extracted from the
CELEX database (Baayen et al., 1993), which is a large lexical database
of Dutch, English, and German words.

Interlingual homographs

In the first simulation study that I will consider, the SOPHIA model
was used to simulate the frequency-dependent inhibition effects observed
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with homographs in the second experiment of Dijkstra et al. (1998b),
described above. In Figure 10.6a the mean response times for the
Dutch-English homographs with a low and high frequency in Dutch are
presented together with the mean response times of the English control
words. All response times to homographs are slower than to control
words; homographs with a high frequency reading in Dutch are slower
than those with low frequency reading in Dutch.

To simulate word identification in the lexical decision task, an identifi-
cation threshold of 0.7 was set at the orthographic word layer. The first
simulation was conducted with the SOPHIA model incorporating
Dutch and English words to simulate the performance of a Dutch-
English bilingual reader.

Figure 10.5 The architecture of the Semantic, Orthographic, Phono-
logical, and Semantic interactive activation (SOPHIA) model. Excitatory
connections are indicated by arrows, and inhibitory connections by ball-
headed lines
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The simulation revealed, just as the experiment, overall slower
responses to homographs than to English control words. In addition, the
response times were higher when the frequency of the Dutch reading of
the homographs was high than when it was low (Figure 10.6b). The
results of the experiment and the simulation are similar, as can be seen
by comparing Figure 10.6a with 10.6b. In fact, the Pearson correlation
between the means of the experiment and the simulation was 0.95
(p , 0.06). Note, however, that the model made many errors for

Figure 10.6 (a) Reaction times of the second experiment of Dijkstra et al.
(1998b) for Dutch–English homographs with high or low frequencies in
Dutch, and English control words. (b) Simulation results of Dijkstra et al.
(1998b) with the SOPHIA model simulating a Dutch-English bilingual
reader
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homographs because the Dutch orthographic representation of the homo-
graph reached the identification threshold instead of the English represen-
tation. More simulation work has to be conducted to investigate how to
reduce the number of errors for homographs. Furthermore, simulation
of the two other experiments of Dijkstra et al. (1998a) will have to wait
until the task/decision system is implemented.

A very interesting aspect of conducting computer simulations is that
one can use the model to check whether words from different conditions
in an experiment are indeed well-matched. For example, the homographs
and control words of Dijkstra et al. (1998b) were matched in English fre-
quency and word length. Thus, for an English monolingual who does
not know any Dutch, response times to homographs and controls
should be similar. Dijkstra et al. (1998b) did not conduct such a control
experiment. However, with the SOPHIAmodel such a control experiment
(simulation) can be easily conducted. The result of such simulation with
the SOPHIA model is shown in Figure 10.7. As expected the response
times are very similar for homograph and control conditions. Thus, we
can conclude that according to the SOPHIA model the word materials
of Dijkstra et al. (1998b) are well matched.

Pseudohomophones

To investigate the ability of the SOPHIA model to account for cross-
linguistic phonological effects, SOPHIA’s response to pseudohomo-
phones was examined using the materials from the second experiment
of Nas (1983). The pseudohomophones of this study sound like Dutch
words only when they are pronounced using English spelling-to-sound

Figure 10.7 Simulation results obtained with the SOPHIA model
simulating an English monolingual reader with the stimulus materials
of Dijkstra et al. (1998b)
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conversion rules. For example, applying the English conversion rules, the
pseudohomophone <treast> is pronounced as the Dutch word <triest>,
namely as /tri:st/. The results of Nas (1983) revealed much slower rejec-
tion latencies to these words than to non-homophonic pseudowords
(e.g. <prusk>). The SOPHIA model cannot simulate rejection latencies
because a task/decision system is not yet implemented. However, in the
future such a mechanism might be implemented using a rejection
threshold such as that implemented by Grainger and Jacobs (1996). The
rejection threshold in Grainger and Jacobs’ model is affected by the
total activation at the word level. Strong activation at the word level
makes the model run longer before it will reject, while little activation
makes the model reject quicker. Before this kind of mechanism is
implemented in the SOPHIA model, the overall activity in the model
can be used as an indication of rejection times when a pseudoword is
presented to the model. First, the ability of the SOPHIA model to activate
the correct phonology of an English pseudohomophone was tested in a
simulation with the model that incorporated only English words. An
example of an English pseudohomophone is the letter string <bloo>,
which is pronounced by English monolingual readers as the word
<blue>, namely /blu:/. As can be seen in Figure 10.8, the phonological rep-
resentation /blu:/ is correctly activated by the model when the input string
<bloo> is presented to it.

Next, the pseudohomophone <treast>, taken from the stimulus
materials of Nas (1983), was presented to the SOPHIA model that
contained both Dutch and English words, simulating a balanced Dutch-
English bilingual reader. Figure 10.9a shows that the phonological
representation /tri:st/ of the Dutch word <triest> is strongly activated.
Therefore, the SOPHIA model seems to correctly predict that a ‘No’
response would take much longer compared to such response to a non-
homophonic pseudoword (e.g. <prusk>).

The SOPHIA model can be further used to conduct an interesting
simulation for which there is no experimental counterpart. Nas (1983)
constructed pseudohomophones such as <treast>, that activates the pho-
nology of <triest> only when English spelling-to-sound correspondences
are used. Thus, Dutch monolinguals should not activate the phonological
representation of <triest> because they have not acquired English spel-
ling-to-sound correspondences. This prediction was tested with the
SOPHIA model simulating a Dutch monolingual reader.

Remarkably, the simulation of the pseudohomophone <treast>
revealed that the SOPHIA model including only Dutch words was able
to activate the phonology of <triest> (Figure 10.9b) as well. Simulations
with other pseudohomophones from Nas (1983) showed that the Dutch
word forms from which they were derived were activated, even though
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the model did not have any English spelling-to-sound correspondences.
How is this possible? In the case of the pseudohomophone <treast>, simu-
lations revealed that Dutch spelling-to-sound mappings played a role.
The SOPHIA model, which was used to simulate a Dutch monolingual,
lacks English words that map the letter cluster <ea> to the phoneme /i:/
to activate the correct phonology of <treast> like the English words
<least> and <feast>. However, it turns out that there are also Dutch words
that map <ea> to the phoneme /i:/, for example the Dutch-English cognate
<team>, which is pronounced the same in Dutch and English /ti:m/. Other
pseudohomophones from Nas (1983) activated the English phonology for
other reasons: for the letter string <deef>, activation of the correct phono-
logy /di:f/ by the monolingual model can be explained by the activation of
the Dutch orthographic neighbour <dief>, which in turn activates its
corresponding phonological representation /di:f/.

Thus, these simulations with the SOPHIA model reveal that there are
problems with the stimulus materials in Nas (1983). However, these pro-
blems do not affect his conclusion of a common lexical store, although the
simulation shows that the observed effect might not only be due to
bilinguals applying English spelling-to-sound rules.

Figure 10.8 Activation curves of activated nodes at the phonological
wordform level when the English pseudohomophone <bloo> was
presented to the SOPHIA model with only an English lexicon
(simulating an English monolingual reader)
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Figure 10.9 Activation curves of activated nodes at the phonological
wordform level when the pseudohomophone <treast> was presented to
the SOPHIA model: (a) with English and Dutch words (simulating a
Dutch-English bilingual reader); and (b) with only a Dutch lexicon
(simulating a Dutch monolingual reader)
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Summary and Conclusions

In this chapter, I described bilingual interactive activation models of
bilingual word recognition. The first of such models to be implemented
in the literature, the BIA model, was able to simulate various empirical
findings. Although generally rather successful, it had some problems
and limitations, which led to the theoretical BIAþ model. Next, I
described the SOPHIA model that implements the identification system
of the BIAþ model. Simulations with the SOPHIA model showed that
this new model is able to account for some additional findings. Of
course, more modelling work has to be done to fully evaluate
SOPHIA’s performance, but the preliminary simulation results obtained
with the SOPHIA model clearly look promising.

Models such as those described in this chapter can be used to simulate
the performance not only of bilingual but also of monolingual readers, or
even any type of reader with varying knowledge of L2. This flexibility of
computational modelling allows for additional tests of the theory and the
experimental materials and makes it possible to derive new predictions.
Furthermore, the connections in a computational model can be easily
modified, or even be removed, to simulate, for example, various reading
impairments. Also, interactive activation networks pick up effects of the
statistical characteristics of languages that might be difficult to notice
otherwise. Thus, interactive activation models with localist represen-
tations not only provide a good and adequate framework for the compu-
tational modelling of visual word recognition in bilingual readers, but
turn out to be a useful tool for researchers trying to understand and
develop such models as well.
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Chapter 11

The Effect of L1 Reading
Processes on L2: A Crosslinguistic
Comparison of Italian and
Japanese Users of English

MIHO SASAKI

Introduction

L2 reading research reveals that differences in readers’ L1 writing
systems (L1WS) affect their L2 reading (Chikamatsu, 1996; Holm & Dodd,
1996; Muljani et al., 1998; Wade-Woolley, 1999): learners who use alphabetic
writing systems in their first language show facilitation in reading an alpha-
betic second language writing system (L2WS), compared to those who use
non-alphabetic writing systems in their L1WS. For example, Muljani et al.
(1998) found that Indonesian learners of English performed English word
recognition better than Chinese learners of English. This suggested that
such differences arose from different experiences of reading: both the
L1WS and L2WS for the Indonesian learners were alphabetic while
the L1WS of Chinese learners of English was non-alphabetic.

The current study investigates the effects of the different reading pro-
cesses involved in alphabetic and non-alphabetic L1WSs on reading per-
formance in English as a L2WS. Reading processes refer to cognitive
processes in reading, i.e. the way in which a written form is processed
to arrive at the meaning, activating various types of information. The
study contrasts two groups of L2 users of English with alphabetic
versus non-alphabetic L1WS backgrounds, i.e. Italian versus Japanese,
in order to examine their word recognition performance in English.
Two questions are raised about the effects of writing system background.
Firstly, would users of different writing systems develop different reading
processes? In other words, can variation in writing systems be one of the
factors involved in generating cross-linguistic differences in reading per-
formance? Secondly, would L2 users read a second language differently
because of their experience of a L1WS?
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The chapter first describes cross-linguistic variation in writing systems,
and variation in acquisition of L1WSs, followed by a review of previous
L2 word recognition studies in terms of the influence of L1WSs. The
second part of the chapter reports the results of an L2 English word rec-
ognition experiment and examines the relationship between writing
systems and L1 and L2 reading processes.

Cross-linguistic Variations in Writing Systems

The writing system is a central system that represents the rules of
symbol-to-sound correspondences connecting the spoken form and the
written form in a language. Writing systems vary in terms not only of
the script type such as the Roman alphabet or Japanese kana, but also
of the unit of orthographic representation. This paper divides writing
systems into two types in terms of orthographic unit, alphabetic and
non-alphabetic. The English and the Italian writing systems are alphabetic
since they are based on correspondence between written symbols and
phonemes; the kanji and kana of the Japanese writing system are non-
alphabetic in that they correspond to morphemes and syllables respect-
ively. The written unit of correspondence then varies between a
phoneme and larger units such as a syllable or a morpheme.

Reading in alphabetic writing systems

Alphabetic writing systems differ with regard to their spelling-to-
sound correspondences, i.e. orthographic regularity, according to the
Orthographic Depth Hypothesis (ODH) (Frost et al., 1987; Katz & Frost,
1992). For example, the Italian writing system has consistent ‘shallow’
correspondences between spellings and phonemes, i.e. one-to-one corre-
spondences, whereas the English writing system has inconsistent ‘deep’
correspondences, i.e. many-to-many correspondences. In English, there
are several ways to spell a phoneme, e.g. the phoneme /e/ is spelled <e>
in <bed> but <ea> in <bread> and the phoneme /u:/ is spelled <oo> in
<fool> but <ui> in <bruise>. Conversely, there are several ways to pro-
nounce a spelling, e.g. <ea> is pronounced /i:/ in <heal> but /e/ in
<health>, <gh> is pronounced /g/ in <ghost>, /f/ in <enough>, but silent
in <though>, while <th> is pronounced /D/ in <there> but /T/ in
<theatre>. It is often difficult even for skilled English readers to retrieve
a correct sound from an unknown spelling. This inconsistency of
English spelling–sound correspondences allows the orthography to
signal lexical features visually and morphologically. Thus, the English
writing system is deemed to function in someways as amorphophonemic
writing system instead of a phonologically based system (Carney, 1994;
Chomsky & Halle, 1968; Venezky, 1970). Another characteristic of a
deep writing system is the large number of homophones, where the
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same sounds are spelled differently, e.g. /e@/ <pair/pear>, /�/ <sun/son>,
and /n/ <night/knight>.

The Orthographic Depth Hypothesis claims that the difference in
orthographic depth across writing systems leads to processing differences
for cognitive tasks such as naming and lexical decision (Katz & Frost,
1992). It predicts that reading in a shallow orthography utilises phonolo-
gical coding more than reading in a deep orthography because of its con-
sistency between phonology and orthography. In contrast, reading in a
deep orthography is assumed to utilise more visual and morphological
elements. However, the ODH does not imply exclusive phonological
coding in reading a shallow orthography; rather both phonological
coding and visual-orthographic coding are assumed in any writing
system. Therefore, orthographic depth is one of the factors that indicates
a preference for the use of phonological coding.

Recently, several studies have proposed another view of orthographic
variation and processes, i.e. the ‘grain size’ of units (Goswami et al., 1998,
2003; Ziegler et al., 2001). This concerns the size of a processing unit in
word reading. The grain size varies from ‘small’, such as the link
between graphemes and phonemes, to ‘large’, such as the link between
word bodies and phonological rhymes or that between spelling and
sound at whole-word level. The word body or body has been considered
an important unit in English reading acquisition. For example,
Treiman et al. (1995) reported that in monosyllabic English words
(consonant-vowel-consonant: C1VC2) such as ‘leap’, vowel-consonant
units (i.e. -VC2, or word-body units) such as <-eap> provide more con-
sistent pronunciations than either vowel units (V) or consonant-vowel
units (C1V-). They argue that the consonant that follows the vowel help
to reduce the ambiguity associated with the vowel, thus -VC2 units
help to regulate the links between spelling and sound in the English
writing system. Their further investigation using a naming task with
simple C1VC2 words revealed that adult readers utilised -VC2 units in
addition to single graphemes. Therefore, phonological coding in English
requires processing at a variety of grain sizes including grapheme, word
body and even whole-word. In contrast, orthographically consistent
languages such as Italian rely on a small grain size, i.e. a grapheme–
phoneme level, of processing. Thus, orthographic regularity in alphabetic
writing systems influences phonological coding during reading as well as
the grain size of units. In sum, the different units of written language
which are mapped into the spoken forms predict different cognitive
processes of written language across different types of writing system.

Reading in non-alphabetic writing systems

Reading processes in alphabetic writing systems are greatly affected by
orthographic regularity. However, are non-alphabetic systems read in the
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same way as alphabetic ones? Several previous studies on the Japanese
writing system have proved that kanji and kana involve different
reading processes (Feldman & Turvey, 1980; Saito, 1981; Sasanuma,
1975). Kanji characters do not need to be phonologically activated since
the phonological representation is word specific and a character
represents a meaning directly. However, recent studies have provided evi-
dence that phonology plays an important role in reading kanji (Morita &
Matsuda, 2000; Saito et al., 1998; Sakuma et al., 1998; Wydell et al., 1993).
Wydell et al. (1993) found homophone interference for processing two-
character kanji words in a semantic category judgement task as pre-
viously found in English (Van Orden, 1987): for example ‘rows’ was
affected by the word ‘rose’ implied by the category name ‘flower’. In
addition, Wydell et al. (1993) found significant orthographic interference:
when homophone words were orthographically similar to implied words,
they produced longer response times and more errors. However, the
homophone interference was larger than the effect of orthographic
similarity. Interference was strongest when both phonological and ortho-
graphic similarity interacted. Reading kanji invokes both orthographic
(visual symbol pattern) and phonological (symbol–sound correspon-
dence) information. Similarly, experimental studies support the view
that orthographic information is as crucial to Japanese and Chinese
word recognition as phonological information (Leck et al., 1995; Sakuma
et al., 1998; Weekes et al., 1998).

The activation of phonological information has been also studied in
terms of lexical involvement. Studies in English word reading and recog-
nition have shown that phonological coding uses automatic and rapid
access and may occur prior to semantic activation (e.g. Lesch & Pollatsek,
1993). Perfetti and Tan (1998) also demonstrated in a same-different
judgment task with stimulus onset asynchrony (SOA) that phonological
activation occurred earlier than semantic activation in the reading of
single Chinese characters. They suggested that phonological information
would be available earlier than some semantic information when the
orthographic forms and phonological forms are highly determinate.
However, it is possible that in reading Chinese for meaning phonological
activation can be at the lexical level rather than at the pre-lexical level if
form–meaning relationships are as determinate as form–form relation-
ships (Tan & Perfetti, 1998). Since the mapping of writing onto spoken
language is at a character–morphosyllabic level in Chinese (DeFrancis,
1989), orthographic form–meaning relationships and orthographic
form–phonological form relationships can be equally close.

Compared to Chinese, Morita and Matsuda (2000) revealed that, in
Japanese kanji reading, both semantic and phonological activation
would occur automatically and simultaneously, although it was easier
to ignore phonological information than to ignore semantic information
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when examining recognition of two-character kanji words involving
homophones and synonyms with the SOA. Kanji seems to connect to
meaningmore strongly than to phonology because of its multiple pronun-
ciations. Since the mapping of writing onto spoken language is at a
character-morpheme or even a (two-kanji) word-meaning level in
Japanese, orthography–meaning relationships are presumed to be more
closely linked than orthography–phonology relationships.

In summary, cross-linguistic variations of writing systems include vari-
ation of representation units across writing systems and variation of
orthographic regularity and orthographic grain size among alphabetic
writing systems. Previous studies suggest that although phonological
information is activated automatically in any writing system, supporting
the Universal Phonological Principle (Perfetti et al., 1992), the difference in
mapping the phonology onto the written form leads to a considerable
difference in the use of phonological information among different
writing systems. Thus, a writing system can influence reading processes.
This perspective is also maintained by empirical studies in L2 reading
processes to be discussed later.

Acquisition of reading in a first language

Just as writing systems vary, so does the acquisition of L1 reading and
writing across writing systems. These differences are related to the diffi-
culty of the writing system for children. The three writing systems inves-
tigated in this paper, English, Italian and Japanese, show a clear contrast
in this respect. Children take a longer time to master the English writing
system compared with children acquiring other alphabetic writing
systems. They are not expected to learn to read and spell within the
early years of schooling, and so they do not become fluent users of the
system until the age of 10 or 11. On the other hand, Italian children
learn to read and spell within only six months from the start of formal
literacy instruction at age six or seven (Cossu, 1999). By contrast, most
Japanese children learn kana by the end of the first year in primary
school (age six or seven) and then continue to learn around 2000 official
kanji by the age of 15. However, since many more than this are in
common use, even adults often come across a new kanji. There are also
many kanji which they read and understand, but cannot write.

From a different perspective, the incidence of reading disorders such as
developmental dyslexia seems also to be affected by various character-
istics of the writing system. Dyslexia is widely known to be related to pho-
nological processing deficits, where children have difficulty establishing
links between letters and sounds (Bruck & Treiman, 1990; Snowling,
2000). It has been reported that, when a writing system has a consistent
relationship between letters and sounds, i.e. is shallow, the incidence of
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dyslexia is lower than in writing systems with a complex system. For
example, dyslexics are half as numerous in Italy as in Britain (Paulesu
et al., 2001). In Japan and China, where Chinese characters are mainly
used, an awareness of dyslexia itself is still not widespread. In such
meaning-based writing systems, although phonological processing is
important, reading and spelling may rely more on visual-orthographic
information than on phonological coding. Without any compositional
sound cues, kanji learning is essentially by rote and whole characters
are remembered as words. Wydell and Butterworth (1999) provided
evidence of an English-Japanese bilingual who was dyslexic only in
English. They postulated that any language where the orthographic
unit representing sounds is at the level of a whole symbol (letter, syllable,
Chinese characters, etc.), as in Italian, kana, or kanji, should not produce a
high incidence of developmental phonological dyslexia. These cross-
linguistic variations in L1 reading acquisition therefore also support the
view that the development of reading processes in different languages
varies according to the writing system, thus confirming that writing
systems and reading processes are strongly related.

Acquisition of reading in a second language

While Italian children start to learn English during the third year of
primary school (age eight or nine), the formal teaching of English in
Japan starts in secondary school (age 12 or 13). Japanese children learn
the Roman alphabet at the age of nine or 10 as a supplementary orthography
in the Japanese writing system called Romaji; however, it is taught through
Japanese phonology, i.e. syllables, which have very regular correspondences
between symbols and sounds. Thus, some confusion with the Romaji
system is likely when children start to learn the English writing system.

The acquisition of reading and spelling in the second language differs
from that in the first language because L2 readers already have reading
experiences with their first language, i.e. they have established reading
processes through another writing system. Does acquisition of another
writing system encourage developing ‘new’ reading processes for L2
users? Koda (1996: 453) clearly describes factors involved in L2 reading
acquisition:

(1) variation of L2 reading experience itself;
(2) structural similarity or non-similarity between L1 and L2 writing

systems; and
(3) transfer of L1 processing experience.

These factors are each interpreted into the L2 proficiency effect, the
L1–L2 writing system distance effect and the L1 reading process effect
on L2. The effects of L1–L2 writing system distance and L1 reading
processes indicate that acquisition of L2 reading processes can be affected
by the first language in terms of its structure and processing experience.
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Previous L2 reading studies have provided evidence that L1–L2
orthographic distance affects L2 reading acquisition (Haynes & Carr,
1990; Holm & Dodd, 1996; Koda, 1999). Moreover, various studies
comparing L2 users from different L1 alphabetic and non-alphabetic
writing system backgrounds found that users of the Chinese and the
Japanese writing systems rely more strongly on orthographic inform-
ation than users of alphabetic writing systems in reading their second
language (Akamatsu, 2003; Chikamatsu, 1996; Koda, 1989; Muljani et al.,
1998; Wade-Woolley, 1999; Wang & Geva, 2003; Wang et al., 2003).
Wade-Woolley (1999) found that lower-intermediate Japanese learners
of English were faster and more accurate than their Russian counterparts
on tasks requiring an awareness of legitimate orthographic patterns and
Russians were significantly more accurate at deleting specified phonemes
than Japanese, i.e. their different strategic strengths in reading English
depended on their L1 writing systems. Chikamatsu (1996) examined
Chinese and English learners of Japanese in terms of strategies for
reading kana. The Chinese learners relied more on visual information
whereas the English learners relied more on phonological information.
Furthermore, Wang et al. (2003) compared Chinese and Korean learners
of English in a semantic category judgment task to examine the influence
of phonological and orthographic similarity and found that Korean lear-
ners were affected by phonological similarity while Chinese learners were
affected by orthographic similarity. They concluded that Chinese learners
rely less on phonological information and more on orthographic infor-
mation in English word reading than Korean learners.

Thus, previous studies comparing L2 readers with contrastive L1WS
backgrounds have agreed on the different consequences of L2 reading
performance, namely that L1 reading processes are transferred to L2
reading. Along with L1 reading studies, the view that the L1WS affects
the reading processes is supported in L2 reading studies.

The Present Study

Based on the previous L2 reading studies, the current study investi-
gates the following two aspects of L2WS reading:

(1) the effect of different L1 orthographic backgrounds (alphabetic
versus non-alphabetic); and

(2) the effect of L1 orthographic regularity (shallow versus deep).

An experiment was designed to examine the use of phonological infor-
mation in word recognition in terms of these two aspects. Japanese and
Italian L2 users of English were compared as different L1WS groups.
The Japanese writing system is non-alphabetic and uses different scripts
from English, while the Italian writing system is alphabetic and
employs the same Roman alphabet as English. According to the studies

Effects of L1WS Transparency on L2WS 295



discussed above (e.g. Muljani et al., 1998), Japanese readers will show
negative effects of the L1WS compared to Italian readers because of the
dissimilarity in the L1 and L2 writing systems. It is hypothesised that
Italian readers will be more efficient (i.e. more accurate and faster) than
Japanese counterparts at recognising English words because of their
familiarity with the alphabetic correspondence and the script.

In addition, an effect of an L1 shallow orthography on reading an L2
deep orthography was investigated in Italian performance of English. If
L1 reading processes also influence L2 reading, Italian users of English
would read English differently from English users because the Italian
writing system has regular correspondences between symbols and
sounds, unlike the English writing system. Italian readers would have
facilitation over English homophones because of their L1 reading pro-
cesses in a shallow orthography. Table 11.1 summarises the contrastive
features of the three writing systems, English, Italian and Japanese.

In summary, the hypothesis tested in this study is that L2 reading will
be affected by L1–L2 writing system distance in terms of the represen-
tation unit as well as orthographic regularity. It follows that:

. Japanese users of English will be less efficient at recognising English
words compared to Italian users because of their experience with the
non-alphabetic L1WS.

. Italian users of English will be more efficient at recognising English
homophone words, even compared to English L1 users, because of
their experience with regular symbol–sound correspondences in
their L1WS.

Experiment

Participants

Italian and Japanese intermediate-level L2 users of English studying at
a university in the UK were recruited. Their proficiency and use of

Table 11.1 Representation units and orthographic depth

Unit of representation

Orthographic depth

Shallow  ! Deep

Alphabetic
Phoneme

Italian English

Non-alphabetic Syllabic
Syllable

Kana

Chinese character
Morpheme

Kanji
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English were measured by their scores on Nation’s (1990) vocabulary test,
length of stay in English-speaking countries (5 months to 2.5 years), and
self-assessment of daily use of both English and their first language. The
average length of stay for the Japanese users in England (16.4 months,
SD ¼ 0.69) was calculated to be longer than that of the Italian users (8.8
months, SD ¼ 0.35), after eliminating those scoring below ‘university
level’ on the Nation vocabulary test. The daily use of the two languages
was established by asking ‘What is the percentage of use of English
compared to your first language on an average day?’ to show sufficient
use of and exposure to English. In total, 14 Italian and 14 Japanese
students participated in the experiment. Fifteen native English L1 users
also participated as a control group.

Materials

The words for the experiment were chosen from themost frequent 3000
words (i.e. those with three to five black diamonds) listed in the COBUILD
Learner’s Dictionary of English (1996). Target words were all one or two syl-
lable words, controlled for abstractness and concreteness. In order to
equalise the appearance of loan-words and cognates for both L2 groups
(naturally irrespective of the script and spelling differences), the percen-
tages of such words in the experimental words were calculated: 39.9%
of the English words exist as loan-words in Japanese whereas only
10.1% of them exist in Italian; however none of the English words had
cognates in Japanese, while 27.7% of the English words had cognates in
Italian, e.g. ‘total-totale’ and ‘force-forza’. Adding cognate and loan-
word appearance rates, in total 37.8% of the experimental English
words were related to Italian words. Thus, it is assumed that cognate/
loan-word effects between the two writing systems on this experiment
would not be manifest.

Task

The experiment was carried out using PsyScope (Cohen et al., 1993) on
a Macintosh G3 laptop computer. Accuracy and response times (RTs)
were recorded. As shown in Table 11.2, the experiment consisted of two
phases. Phase 1 was an odd-one-out test to choose a semantically different
word from a set of four words shown on a screen simultaneously, for
example, to choose ‘tail’ from ‘tail, cat, lion, tiger’. Participants were
told that the correct answers were obvious. Phase 2 was a recognition
test where target words were presented one by one on screen. Participants
were asked to push the ‘yes’ button if they saw a specific word in Phase 1,
and to push ‘no’ if they had seen the word not seen in Phase 1, as accu-
rately and as quickly as possible. The words presented in Phase 2 were
categorised into three different types in terms of their relationship with
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the words presented in Phase 1:

(1) homophone words of the four words presented in Phase 1 (homo-
phone words), e.g. ‘tail’ (in Phase 1) – ‘tale’ (in Phase 2);

(2) same words as the words in Phase 1 (repeated words), e.g. ‘fuel’ (in
Phase 1) – ‘fuel’ (in Phase 2);

(3) words not seen in Phase 1 (new words).

Therefore, the correct answers were ‘no’ for homophone words and new
words, but ‘yes’ for repeated words. Phase 2 included 24 homophone
words, 40 repeated words and 16 new words, making 40 ‘yes’ trials and
40 ‘no’ trials in total. The error rates therefore include two types of
error: (1) ‘no’ response errors (repeated words) and (2) ‘yes’ response
errors (homophone and new words). The comparison between homo-
phones and repeated words is based on the different types of error,
whereas the comparison between homophones and new words is based
on the same type of error.

Four sets of Phase 1 and 2 were created; thus each recognition test con-
sisted of 20 target words. Words in each set were automatically random-
ised for each participant. In order to avoid any direct activation of
phonological or graphic features of words from short-term memory, par-
ticipants were asked to count to 50 aloud between Phase 1 and Phase 2. A
practice set was given before starting the first set and a break was given
between the second and third sets if required.

Phase 1 presented orthographic, phonological and semantic priming;
Phase 2 tested how these three types of priming affect subsequent word
recognition. Homophone words were used to investigate subjects’ strat-
egywith phonological information; if they useword phonology to retrieve
visually presented words, they are likely to make mistakes with homo-
phone words. According to previous L1 word recognition studies, these
homophone effects are seen in both English and Japanese (Van Orden,
1987; Wydell et al., 1993). Only the results from Phase 2 were analysed.

Table 11.2 Examples of the experimental word types

Word type Presentation in Phase 1
Word in
Phase 2

Correct
answer

Homophone tail cat lion tiger tale No

trip fare travel journey fair No

Repeated horse cow donkey fuel fuel Yes

profit benefit loss gain loss Yes

New – – – – phone No

– – – – trend No
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Results

Mean error rates and correct RTs in the recognition test (Phase 2) for
Japanese, Italian, and English groups were submitted to a 3 � 3 mixed
ANOVA. The subject analysis (F1) is a combination of a ‘between-subjects’
factor (first language) and a ‘within-subjects’ factor (word type). Con-
versely, in the item analysis (F2), language was a within-items factor
and word type was a between-items factor. Overall mean performance
and standard deviations are given in Table 11.3.

The main effect of word type was significant for both the error rate
(F1(2, 80) ¼ 18.81, p , 0.001; F2(2, 77) ¼ 8.41, p , 0.001) and the RT
(F1(2, 80) ¼ 49.15, p , 0.001; F2(2, 77) ¼ 46.08, p , 0.001), i.e. the overall
responses demonstrated the contrast between word types: homophone
words, repeated words and new words. The main effect of language
group was found significant in the error rate only by item (F1(2, 40) ¼
2.02, p ¼ 0.15; F2(2, 154) ¼ 6.15, p , 0.01) and both by subject and item
in the RT (F1(2, 40) ¼ 6.88, p , 0.01; F2(2, 76) ¼ 110.15, p , 0.001 by a
multivariate test (Pillai’s Trace)). Irrespective of word type, language
group provided a contrasting effect in RTs but not in error rates. Signifi-
cant interactions between word type and language group were found in
the error rate (F1(4, 80) ¼ 5.10, p , 0.01; F2(4, 154) ¼ 7.57, p , 0.001)
and in the RT only by item (F1(4, 80) ¼ 1.91, p ¼ 0.12; F2(4, 154) ¼ 5.40,
p , 0.001). (Note: supported by significant differences by item, the
main effect of language group in error rate and the interaction between
word type and language group in RTcan bemarginally significant accord-
ing to a one-tailed hypothesis.)

The effect of word type within each language group by subject was
analysed by a one-way within-subjects ANOVA (F1). The analysis-
by-item was conducted by a one-way between-subjects ANOVA (F2).

Table 11.3 Mean error rates and RTs for each condition by language
group (standard deviations are shown in brackets)

Homophone Repeated New

Error rate
(%)

RT
(ms)

Error rate
(%)

RT
(ms)

Error rate
(%)

RT
(ms)

Japanese 27.38
(14.31)

1411
(306)

9.64
(5.79)

1113
(219)

8.04
(8.98)

1263
(257)

English 13.33
(8.36)

1363
(256)

6.17
(4.90)

1048
(176)

10.42
(11.49)

1165
(288)

Italian 14.58
(9.77)

1111
(172)

11.43
(8.97)

916
(88)

8.04
(11.35)

964
(133)
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The error rate data indicated that Japanese and English were significantly
affected by word type but not Italian (Japanese: F1(2, 26) ¼ 24.41,
p , 0.001; F2(2, 77) ¼ 13.78, p , 0.001) (English: F1(2, 28) ¼ 3.44, p , 0.05;
F2(2, 77) ¼ 5.31, p , 0.01). The RT data showed all language groups were
affected by word type (Japanese: F1(2, 26) ¼ 16.62, p , 0.001; F2(2, 77) ¼
34.81, p , 0.001) (English: F1(2, 28) ¼ 17.79, p , 0.001; F2(2, 77) ¼ 23.15,
p , 0.001) (Italian: F1(2, 26) ¼ 18.42, p , 0.001; F2(2, 77) ¼ 17.90, p , 0.001).
The effects of homophone words (homophone versus repeated and homo-
phone versus new) were observed within each language group by pairwise
comparisons with Bonferroni adjustment (significance level set at p , 0.05)
by subject. Homophone words showed higher error rates and longer RTs
than repeated words for both the Japanese and English groups (Japanese:
p , 0.001 both in error rate and in RT) (English: p , 0.05 in error rate and
p , 0.001 in RT). However, the Italian group showed significant differences
between homophone and repeatedwords only in RT (p , 0.001). According
to comparisons between homophone words and new words, Japanese also
showed a significant difference both in error rate (p , 0.001) and RT
(p , 0.05) while English and Italian groups showed a difference only in
RT (p , 0.05 for English; p , 0.01 for Italian). Japanese users were strongly
affected by homophones both in error rate and RT, while Italian users were
affected in RT only. Figure 11.1 shows comparisons of the mean error rates
and the mean RTs of the three language groups for each word type.

The effect of language group on each word type by subject was ana-
lysed by a one-way between-subjects ANOVA. The analysis-by-item
was conducted through a one-way within-subjects ANOVA. In terms of

Figure 11.1 A comparison of error rate and the reaction time by language
group
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error rate, the effect of language group was significant only in the homo-
phone word condition (F1(2, 40) ¼ 7.04, p , 0.01; F2(2, 46) ¼ 11.25,
p , 0.001). In the RT data, the effect of language group was significant
in all three word type conditions (homophone: F1(2, 40) ¼ 5.18,
p , 0.01; F2(2, 46) ¼ 35.66, p , 0.001; repeated: F1(2, 40) ¼ 4.90,
p , 0.05; F2(2, 78) ¼ 21.47, p , 0.001; new: F1(2, 40) ¼ 5.80, p , 0.01;
F2(2, 46) ¼ 20.32, p , 0.001). In line with the hypotheses, Japanese
responses were compared with Italian responses. The post-hoc compari-
son (Tukey HSD) by subject indicated significant differences between
the Japanese and Italian groups. Japanese homophone word responses
showed significantly higher error rates and longer RTs than Italian
responses (p , 0.05 in error rate; p , 0.01 in RT). In terms of the other
two word type conditions, although the error rates of repeated and new
words did not show any difference between these two groups, Japanese
took significantly longer than Italian in both word types (p , 0.05 for
repeated words; p , 0.01 for new words). Thus, the data provided
evidence that the Japanese group was less efficient at English word recog-
nition compared with the Italian group.

Furthermore, Italian homophone responses were compared to English
responses in order to observe the effect of orthographic depth. While the
error rate data did not show a significant difference, the RT data indicated
that Italian users were significantly quicker than English to respond cor-
rectly (p , 0.05). Thus, Italian users were more efficient at responding to
homophone words than English users. Moreover, although the RT differ-
ences between Italian and English did not reach the significant level in the
two other word types by post-hoc comparisons (p ¼ 0.10 for repeated
words; p ¼ 0.07 for newwords, two-tailed), Italian readers were relatively
faster than English readers on these conditions, too.

Additionally, the effect of spelling similarity between homophone
word pairs was also analysed. Orthographic similarity of a homophone
word in Phase 1 (e.g. ‘tail’) and the pair which appeared in Phase 2
(e.g. ‘tale’) was calculated in Van Orden’s procedure based on Weber’s
measure of graphic similarity (see the formulas in Van Orden, 1987).
The 24 homophone word pairs were categorised into two spelling simi-
larity groups: less similarly spelled pairs and similarly spelled pairs
(e.g. the pair such as ‘suite-sweet’ was categorised into the former,
while the pair ‘heel-heal’ was the latter). Figure 11.2 shows a comparison
between these two types of homophone words for error rates and RTs. The
responses for similarly spelled homophone words were submitted to a
one-way ANOVA in order to compare language group effects by subject.
There was a significant difference both in error rate (F(2, 48) ¼ 4.97
p , 0.05) and in RT (F(2, 48) ¼ 17.05, p , 0.001). The post-hoc comparison
indicated that Japanese users showed significantly higher error rate than
both English users (p , 0.05) and Italian users (p , 0.05). The RT data
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revealed that the difference was due to the Italian group’s faster responses
than both the Japanese (p , 0.001) and the English groups (p , 0.01). The
difference between the English and the Japanese groups did not reach sig-
nificance (p ¼ 0.15). The less similarly spelled homophones showed sig-
nificant differences by language group only for RT (F(2, 18) ¼ 4.13
p , 0.05) due to the faster responses of the Italian group.

In summary, the stronger homophone interference in Japanese
responses compared to that of English and Italian was mainly attributed
to similarly spelled homophones.

Discussion

The responses (i.e. the error rates and the RTs) between three language
groups, Italian, Japanese and English, in English word recognition were
compared in relation to their orthographic backgrounds. The results
support the hypothesis that a difference between alphabetic and
non-alphabetic L1 orthographic backgrounds affects L2 English reading
processes. The Japanese group showed the highest error rate and the
longest response time in recognition of the homophone words out of
the three groups, indicating their inefficiency in recognising words in
an unfamiliar alphabetic writing system. Moreover, the current results
support the second hypothesis that L1 orthographic regularity affects
L2 English reading processes. The Italian group was faster than the
English group at recognising homophone words, although there was no
difference in accuracy between the two groups.

Figure 11.2 A comparison of the spelling similarity effects on
homophone responses
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These data corroborate the two dimensions of cross-linguistic variation
in writing systems described earlier: the varying unit of orthographic rep-
resentation and orthographic regularity. In other words, the effects of
similarity and non-similarity in L1–L2 writing systems are attributed to
at least two different features: effects of the similarity and non-similarity
of what a symbol represents (i.e. a phoneme, a syllable or a morpheme)
and effects of the similarity and non-similarity of the degree of regularity
in symbol–sound correspondence. The script type forms an additional
factor of variation. Thus, the Japanese writing system (kanji and kana)
is very different from that of English in terms of the script type, represen-
tation unit and regularity in correspondence. Therefore, the Japanese
users of English were affected by several types of non-similarity
between the L1 and L2 writing systems.

The Japanese users of English in this experiment showed significant
homophone interference in reading English, which suggests they use pho-
nology in reading, i.e. provides evidence for the universal phonological
principle. This is also consistent with the previous studies dealing with
homophone responses in English L1 users (Van Orden, 1987) and in
Japanese kanji reading (Wydell et al., 1993). However, their homophone
interference in error rate was much larger than the English group and
the Italian group. This can be explained by the effect of non-similarity
in L1–L2 scripts: for example, distinguishing two similarly spelled
words in an alphabet script would be more difficult for Japanese than
for Italians who were familiar with the same script. Secondly, it can be
explained by the difference between L1–L2 representation units
because the Japanese L1WS does not represent the phoneme level of
sounds. The previous studies discussed above indicated that kanji
readers rely more on visual-orthographic information than phonological
information. In the current data, the comparison of less similarly
spelled homophone responses across the language groups did not show
any advantage for Japanese users. Instead, the Japanese users made sig-
nificantly more errors than both the English and Italian groups for the
similarly spelled homophone responses. Similar results were found in
Wang et al. (2003) where Chinese and Korean learners of English were
compared. Japanese users were not as sensitive to the phoneme level of
phonological representation as Italian users even when it was orthogra-
phically different. This may be because they were unfamiliar with the
script as well as the phoneme level of the orthographic representation.
Rather, they seemed to have a tendency to use whole-word phonology,
possibly as in reading two-kanji compound words, which generated
strong homophone interference.

On the other hand, Italian users were not affected by homophones.
Moreover, their responses were faster than Japanese and even than
English users. This implies they use reading processes from their
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shallow L1 writing system in English. The Italian writing system provides
reliable correspondences of graphemes to phonemes to yield correct pro-
nunciation of the word. Thus, it is plausible that readers of Italian are used
to recognising words in constantly smaller units (i.e. single letters or
letter-strings) than in English word bodies or words. In such reading pro-
cesses, English homophone words would not be seen as homophones at
first. In this way, Italian users were not affected by homophones as
much as English users so their correct responses for homophones were
faster than those of English. However, it is not sufficient to speculate
that the use of whole-word phonology was non-existent for Italian
readers in this task, since the error rate of the homophone words was
similar to their English counterparts, even though there was no significant
difference in the Italian’s error rates among word type. Recent cross-
linguistic studies suggest that reading speed by readers of a shallow
orthography is faster than that by deep orthographic readers; Paulesu
et al. (2000) for instance provided evidence that Italian students read
words and non-words faster than English students.

Thus, the current data indicate that Japanese users of English relied
more on whole-word phonology when recognising visually presented
English words while Italian users of English relied more on the
phoneme level of correspondence than any other size of units. Therefore,
the use of phonological information differed between Japanese and
Italian. Furthermore, neither of the L2 groups seemed to show the same
processes as English L1 readers. In other words, because L2 readers
have specific reading processes in each L1WS, the reading processes in
L2WS should be different from those of the native readers. As the grain
size of reading units hypothesised (e.g. Goswami et al., 1998), English
phonological coding requires processing at a variety of grain sizes such
as graphemes, word bodies and whole-words. The fact that the two L2
groups (i.e. alphabetic L1WS and non-alphabetic L1WS groups) were
different at reading English and the group with alphabetic L1WS back-
ground performed more efficiently than the other group was consistent
with the previous studies discussed above (Mujani et al., 1998; Wang
et al., 2003; etc.). The current study also provides new evidence that L2
users with a shallow alphabetic L1WS perform more efficiently than
L1WS users in a particular L2 word recognition task, suggesting positive
transfer of L1 reading processes.

The participants in the experiment were no longer taking English
courses and they were using English in their academic life. Therefore,
their level of English is supposed to be sufficient to conduct an English
word recognition task. With relation to the effect of L2 proficiency on
word recognition, a further study by Sasaki (2004) employed advanced
Japanese users of L2WS English in the same word recognition task
but found no difference from the English counterpart. Thus, the
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negative effect of non-similarity in L1–L2 writing systems does not
appear to be sustained in advanced-level L2 reading. Negative transfer
from the first language can be overcome by developing different
reading processes from those used in the L1WS after sufficient L2
reading experience.

In conclusion, the study supports the view that the reading processes in
an L1WS writing system would affect L2 reading performance, thus
leading to differences in L2 reading performance between users with
different orthographic backgrounds. Japanese intermediate-level users
of L2WS when reading English words use the phoneme level of phonolo-
gical coding less but whole-word phonology more, while their Italian
counterparts use more phoneme level of phonological coding but less
whole-word phonology. The data provide evidence for an L1WS effect
on the L2WS in terms of two dimensions of variation in writing
systems, namely the unit of orthographic representation and orthographic
regularity.
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Chapter 12

Learning to Read Across Writing
Systems: Transfer, Metalinguistic
Awareness, and Second-language
Reading Development

KEIKO KODA

Introduction

Children develop sensitivity to the particular regularities of spoken
language well before formal literacy training commences. Such sensitivity
is generally assumed to regulate both perception and interpretation of
linguistic input – thereby guiding and facilitating subsequent language
learning and processing (Ellis, 2002; MacWhinney, 1987; Slobin, 1985).
Although the sensitivity evolves through learning and using a given
language, it is distinct from linguistic knowledge in that it denotes a
basic understanding of the language’s general structural properties,
independent of specific linguistic instantiations (Bialystok, 2001).
Among English-speaking children, for example, syntactic awareness
reflects the realisation that the order in which words are presented deter-
mines sentence meaning. However, an abstract notion of this sort differs
from syntactic knowledge – an understanding of the canonical word
order (subject-verb-object) in English sentences.

Insofar as reading is embedded in two interrelated systems – language
and orthography – linking the two is a requisite for reading acquisition in
all languages (Perfetti, 2003). It generally is accepted, consequently, that
structural sensitivity, emanating from oral language experience, sub-
stantially expedites the pivotal learning-to-read task – deducing how
spoken language elements are mapped in the writing system. The
current consensus, in fact, holds that learning to read is fundamentally
metalinguistic, entailing the recognition of spoken language elements,
units of graphic symbols, and their relationships (e.g. Fowler & Liberman,
1995; Goswami & Bryant, 1992; Nagy & Anderson, 1999). In this context,
metalinguistic awareness is defined as the ability to identify, analyse and
manipulate language forms.
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Although the early phases of literacy acquisition depend on children’s
rudimentary understanding of linguistic regularities, this initial sensi-
tivity is refined progressively through experience with processing print,
gradually becoming more explicit (e.g. Bowey & Francis, 1991; Perfetti
et al., 1987; Tolchinsky, 2003). In this sense, literacy and metalinguistic
awareness are developmentally interdependent. This reciprocity gives
rise to two major implications: metalinguistic awareness is shaped to
accommodate specific properties of the language elements and the
writing system; and therefore the precise nature of metalinguistic aware-
ness varies systematically from language to language.

Second-language reading, obviously, is unique in that virtually all
operational aspects are cross-linguistic, involving two or more languages.
The dual-language involvement, seemingly, results from the inevitable
transfer occurring during second-language processing, irrespective of
the learner’s intent (e.g. Akamatsu, 1999; Djikstra & van Heuven, 1998;
Koda, 2000; Muljani et al., 1998; Wang et al., 2003a). Inasmuch as trans-
ferred competencies continue to mature through print processing experi-
ence in the target language (e.g. Koda, 1999, 2000; Koda et al., 1998),
second-language skill development can be regarded as procedural amal-
gamation, evolving from cross-linguistic interactions between transferred
first-language competencies and second-language visual input. Given
that linking language elements with the writing system is universally
required for reading acquisition, we can logically assume that first-
language metalinguistic awareness, once transferred, facilitates learning
to read in a new language. Despite the potential significance, however,
metalinguistic competencies – particularly, their relation to first- and
second-language writing systems – remain largely unexplored in
second-language research. In an attempt to reduce this gap, the goal of
this chapter is to explore the distinct ways in which first- and second-
language writing systems shape the evolution of second-language meta-
linguistic awareness, as well as subsequent reading skill development.
It should be noted, at the outset, that the word ‘competence’ is used inclu-
sively in the subsequent sections to refer to linguistic knowledge, proces-
sing skills and cognitive abilities.

Theoretical Underpinnings

Reading is a complex, multi-dimensional, pursuit, entailing a large
number of sub-component processes. In second-language reading, the
complexity increases exponentially, because, as noted above, virtually
all operations involve two, or more, languages. To understand how
second-language reading skills develop, it is necessary to consider what
‘dual language involvement’ means; how it affects learning to read in
an unfamiliar language; and how the aggregate consequences can be
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empirically examined. Although it is commonly observed that reading
skills, once developed in one language, readily transfer to another
language (e.g. Akamatsu, 1999; August et al., 2001; Durgunoglu et al.,
1993; Koda, 1998, 1999, 2000; Wang et al., 2003a), little is known about
which specific skills actually transfer, how and to what extent transferred
skills contribute to second-language reading development, and whether
the transfer occurs in the same manner – and to the same degree –
across learners with diverse first-language orthographic backgrounds.

To address these vital, largely untapped, questions, brief summaries of
the relevant theories are helpful. Language transfer is central to the
current conceptualisation because it clarifies the very concept of dual-
language involvement, explaining procedural variations attributable to
diverse first-language learning-to-read experiences.Metalinguistic aware-
ness is also fundamental in comparing the requisite competencies for
reading acquisition across languages. Careful analyses of writing-
system properties in a particular language should permit the identifi-
cation of metalinguistic capabilities directly related to learning to read
in that language. Therefore, systematic comparisons of these capabilities
in diverse languages should also permit the categorisation of shared
learning-to-read requirements across languages. Such categorisation is
essential in second-language research because it helps achieve accurate
predictions of the extent to which transferred first-language competencies
facilitate second-language reading development.

Cross-language transfer of reading competencies

Although reading-skill transfer has been studied over the past three
decades, a clear consensus has yet to emerge as to what actually transfers,
in part because of the somewhat polarised views of reading. One faction
sees reading as an indivisible whole, while another views it as a constella-
tion of separate components. Based on the conviction that language is
acquired as a whole through communication, and communicative use
of language is intrinsic in reading, proponents of the holistic view posit
that reading is learned holistically as a meaning-making process
(Goodman, 1967, 1969). Since meaning construction does not vary from
one language to another, there should be little difference in the learn-
ing-to-read process across languages. The early transfer research, taking
this view, focused on two primary issues: the interrelationship between
first- and second-language reading abilities (e.g. Cummins, 1979, 1991;
Cummins et al., 1981; Legaretta, 1979; Skutnabb-Kangas & Toukomaa,
1976; Troike, 1978); and the conditions that either inhibit or facilitate
reading-skill transfer from the first to the second language (e.g. Clarke,
1980; Devine, 1987, 1988). By defining reading as a single, unitary con-
struct, these early studies generally disregarded the component skills
underlying efficient processing of print information. As a result, little
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attention is given to what precisely is transferred from one language to
another, and how transferred skills contribute to second-language
reading development.

In more recent studies, however, reading is seen as a constellation of
closely related mental operations. Inasmuch as this view incorporates
multiple skills, it allows the tracing of possible relationships between cor-
responding skills in first- and second-languages. Thus, the componential
view is well suited for studying reading skill transfer. More critically, the
multiple-skills approach also makes it possible to examine the relative
extent to which varying first-language skills contribute – directly and
indirectly (through their corresponding second-language skills) – to
second-language reading performance. Since second-language readers
vary along a number of dimensions, such as first-language reading
ability, second-language linguistic knowledge, and similarity in learn-
ing-to-read experiences in the two languages, we cannot assume that
transfer occurs in the same manner either across all component skills,
or among all second-language learners. Systematic competency dissec-
tions should enable us to determine the relative contributions of
various first-language reading skills, and, in so doing, to distinguish
transferable from non-transferable competencies.

Roles of metalinguistic awareness in reading acquisition

Because metalinguistic awareness is multi-dimensional in nature, its
facets can be defined and measured in conjunction with various language
features (e.g. Adams, 1990; Stahl & Murray, 1994; Yopp, 1988). In recent
times, interest in metalinguistic awareness has risen sharply among
reading researchers. The facilitating benefits of metalinguistic awareness
can be illustrated in two ways. First, for reading acquisition to occur, the
child must understand that graphic symbols correspond to speech units;
what each symbol represents; and how they can be combined to form a
word. Lacking these basic insights, written symbols are perceived as non-
sense scribbles, and their learning is unduly painstaking, because it is
apparently both useless and meaningless. Second, an understanding of
the segmental nature of spoken language promotes analytical approaches
to language processing, simply because the concept of segmentation bol-
sters the capacity for analysing the internal structure of words in order to
identify known elements in an unfamiliar string of letters. Without the
analytical competence, reading words becomes an all-or-nothing process,
preventing the child from extracting partial information from a novel
string of symbols. Under such circumstances, reading capacity is likely
to be limited to words previously encountered and retained.

The roles of metalinguistic awareness in alphabetic literacy – English,
in particular – have been extensively studied over the past two decades.
While English orthography is alphabetic, bound by phonemic constraints,
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it tends to preserve morphological information in its graphic represen-
tation. Reflecting this duality, many of the investigations on record have
concentrated on the phonological and morphological aspects of metalin-
guistic awareness. Evidence from phonological awareness research has
led to the widely-endorsed conviction that to master an alphabetic
script, children must not only recognise that words can be divided into
sequences of phonemes, but also must acquire the capability to analyse
a word’s internal structure to identify its phonemic constituents.
Reading studies, in fact, show that children’s sensitivity to the segmental
structure of spoken sounds is directly related to their ability to read and
spell words (e.g. Stahl & Murray, 1994; Stanovich, 2000; Stanovich et al.,
1984; Yopp, 1988); phonological segmentation capability is a powerful
predictor of reading success among early and middle-grade students
(e.g. Bryant et al., 1990; Juel et al., 1986); and reading progress is signifi-
cantly enhanced by phonological awareness training (e.g. Bradley &
Bryant, 1991).

The contribution of morphological awareness to literacy acquisition
has also been noted. For example, children’s capability of analysing a
word’s morphological constituents systematically relates to reading
ability (e.g. Carlisle, 1995; Carlisle & Nomanbhoy, 1993; Fowler &
Liberman, 1995); considerably more errors of omitting inflectional and
derivational morphemes occur in the writing and speaking of less
skilled readers (e.g. Duques, 1989; Henderson & Shores, 1982; Rubin,
1991); and the ability to use morphological information during sentence
comprehension distinguishes skilled from less-skilled high-school
readers (Tyler & Nagy, 1989, 1990). Interestingly, different patterns of
metalinguistic contributions have been reported in a recent study invol-
ving native Mandarin-speaking children. Reflecting the prominence of
grapheme–morpheme connections in Chinese characters, morphological
awareness was found to be a stronger predictor of literacy acquisition in
Chinese than phonological awareness (Li et al., 2002).

Viewed collectively, findings from both phonological and morphologi-
cal awareness studies make it plain that metalinguistic capabilities
facilitate literacy learning in several distinct ways and, more critically,
that the specific facets of the awareness underlying reading development
in a particular language are allied with properties of its writing system.

Metalinguistic awareness as a window for investigating reading skill
transfer in second-language reading development

Tracing reading-skill transfer is a challenging enterprise. Since vali-
dation of ‘cross-language transfer’ entails an empirical demonstration
of similar processing behaviours across languages, we must consider
what competencies are expected to evolve from processing experience
in both first and second languages. Without clear descriptions of the
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expected processing behaviours in the first language, it is virtually
impossible to determine whether observed response patterns in the
second language are an accurate manifestation of reading skill transfer.

Metalinguistic awareness offers two major advantages as a basis
for examining cross-language transfer. First, since diverse facets of
metalinguistic awareness are related to print information processing,
first-language literacy experience can be translated into specific metalin-
guistic capabilities. This in turn provides a solid basis for predicting
which specific capabilities are ‘transfer ready’ at a given point in time
among a particular group of second-language learners. Second, since
the aspects of metalinguistic capabilities directly contributing to decoding
mastery are shaped through print information processing (e.g. Bowey &
Francis, 1991; Perfetti et al., 1987; Vellutino & Scanlon, 1987), such capabili-
ties are believed to reflect the specific ways spoken-language elements are
graphically represented in the writing system. This means that the meta-
linguistic competencies likely to transfer can be identified through analy-
sis of properties of the first-language writing system. The metalinguistic
capabilities underlying efficient decoding in the target language can
also be categorised by analysing the second-language writing system.
Hence, systematic comparisons of the two writing systems involved
should enlarge our understanding of the specific ways first-language
literacy experience influences learning to read a second language.

In sum, metalinguistic studies, to date, have yielded a number of
significant implications directly relevant to cross-language transfer in
second-language reading development. Listed below, they encapsulate
the fundamental premises underlying a theoretical framework through
which specific contributions, generated by transferred competencies,
can be conceptualised and examined empirically.

. Children form sensitivity to the regularities of spoken language
during oral language development.

. Writing systems are structured to capture these regularities, and
therefore, learning to read necessitates the linking of spoken
language elements and units of graphic symbols.

. Metalinguistic sensitivity precipitates a recognition of the specific
ways spoken language elements are mapped in the writing system.

. Such sensitivity becomes increasingly explicit through cumulative
print processing experience.

. The nature of metalinguistic awareness varies in languages in
accordance with properties of their writing systems.

The Framework of the Transfer Facilitation Model

In keeping with the above postulations, the Transfer Facilitation
Model represents an attempt to explain how transferred metalinguistic
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awareness promotes second-language reading development among
second-language learners across age groups. The rationale underlying
the formulation of such a model is simply that, despite the commonly-
held belief that first- and second-language reading competencies are
closely related, to date our understanding of the mechanisms conjoining
literacy experiences in two languages is still very limited. Elucidating the
mechanisms involved – leading to subsequent empirical examinations –
will yield important clues for clarifying other critical issues in second-
language reading development, such as: the optimal ages for providing
second-language literacy instruction for learners already literate in their
first languages; the functions of oral language proficiency in literacy
acquisition; and possible variations in the developmental sequence in
first- and second-language literacy. Given the strong probabilities that
metalinguistic awareness transfers across languages and also that the
transferred competencies enhance second-language reading acquisition,
there is reason to explore the phenomena inherent in cross-language
reading-skill transfer.

In a sense, the Transfer Facilitation Model is a particular instantiation
of the Functionalist approach to language learning and processing. In
Functional theories, language is viewed as a set of relationships between
forms and functions (Van Valin, 1991). Since such relationships do not
embody closely-matched, one-to-one correspondences, they are regarded
as correlational, and are described in terms of probability rather than
absolute rules. In the same vein, language learning is seen as the inter-
nalisation of form–function relationships, implicit in linguistic input,
through cumulative processing experience (MacWhinney & Bates, 1989).
Input frequency, therefore, is closely aligned with learning outcomes
(Ellis, 2002). The more frequently particular patterns of form-to-function
mappings are experienced, the more rapid and effortless the mappings
become. In this approach, accordingly, processing automaticity is viewed
as a non-deliberate, non-volitional activation of well-established mapping
patterns initiated through input (Logan, 1988).

The conception of experience-based learning, outlined above, not only
explains why first-language literacy experience is central to second
language reading, but also provides an empirical basis for tracing and
comparing the impacts of such experience across learners. As a case in
point, within this line of reasoning, transfer can be defined as automatic
activation of well-rehearsed first-language mapping procedures, trig-
gered by second-language input, irrespective of the learner’s intent.
Non-volitional first-language activation, in fact, has been observed in
laboratory experiments, examining second-language lexical processing
among adult bilingual learners (e.g. Djikstra & van Heuven, 1998;
Dijkstra et al., 1998; Jiang, 2002). Critically, this view presumes that,
for cross-language transfer to occur, elements to be transferred must
be well-rehearsed and established in the first language; and also
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that transferred elements should continuously evolve through second-
language print-processing experience in order to accommodate
properties of the writing system of the new language.

Assuming such automatic first-language involvement, the critical
question is how transferred elements facilitate second-language reading
development. Although the model presumes that reading skill transfer
occurs in virtually all processing operations, the current elucidation
centres on metalinguistic awareness for the reasons noted in the previous
sections. Inasmuch as the initial task of learning-to-read, in all languages,
uniformly entails the linking of language elements with units of graphic
symbols (Perfetti, 2003), the proposed model assumes that second-
language visual input is filtered through transferred first-language meta-
linguistic capabilities. In light of the universality in basic learning-to-read
requirements, it is also presumed that transferred metalinguistic aware-
ness provides useful top-down assistance, guiding the task of linking
language elements and graphic symbols in a new language. With such
assistance, the task should be more deductive in second-language literacy
learning, necessitating far less input for its completion. Moreover, since
underdeveloped metalinguistic capabilities are not likely to transfer,
differences in first-language literacy experience, and in the resulting
metalinguistic sophistication, should be a strong predictor of initial
reading achievement among second-language learners.

Beyond the initial phase, however, acquiring the skills to extract accu-
rate phonological and semantic information from visual word displays
necessitates metalinguistic acumen attuned to the specific way in which
relevant lexical information is graphically represented. The proposed
view of transfer, as noted above, presupposes that second-language meta-
linguistic awareness emerges from the continuous interplay between
transferred first-language metalinguistic sensitivity and second-language
visual input, gradually transforming itself into optimal utility in the new
language. It is further assumed that such transformation is achieved more
easily when the first- and second-language writing systems involved
share similar properties, because less adjustment is necessary when the
two systems are closely related. Presuming that the evolving second-
language awareness serves as a foundation through which second-
language print information extraction skills are shaped, the orthographic
distance should also be a significant factor in explaining individual differ-
ences in the rate at which second-language reading skills develop. Based
on these premises, the model has generated four hypotheses.

First, to the extent that metalinguistic competencies are common across
languages, transferred capabilities contribute to second-language reading
acquisition. The first hypothesis is, therefore, that a strong relationship
exists between first-language metalinguistic capabilities and the initial
stages of reading development both within and across languages. The
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relationship is particularly obvious among young second-language lear-
ners whose first-language metalinguistic awareness is still developing
and varies widely.

But, unlike simultaneous literacy acquisition, successive learning
involves second-language learners who are already literate in their first
languages. Theoretically, their prior metalinguistic ‘experience’ should
provide substantial facilitation in detecting regularities inherent in
second-language visual input. Insofar as a high level of maturation is a
precondition for transfer, it follows that first-language reading ability is
a strong indicator of how well one can read a second language. The
proposed transfer model predicates that first-language metalinguistic
insights, when transferred, offer substantial assistance to literate
second-language learners, in deducing how language elements corre-
spond with graphic symbols in the new writing system. The second
hypothesis is, therefore, that first-language metalinguistic sophistication is a
reliable predictor of the rate at which corresponding second-language metalin-
guistic awareness matures.

Because the distance between the first- and second-language writing
systems tends to vary considerably among disparate learners (e.g.
Spanish learners of English versus Chinese learners of English), such
variance must also be taken into consideration. When the method of
representing specific linguistic information is similar between the two
writing systems, information extraction procedures are also likely to be
analogous – if not identical. Thus, transferred metalinguistic sensitivity
should substantially facilitate second-language print information extrac-
tion. The direct implication is that, when the two writing systems share
similar structural and representational properties, transferred competen-
cies require minimal processing experience in the second language for
fine-tuning. The model hence offers a plausible explication of why decod-
ing competence is acquired more rapidly by learners with some first-
language backgrounds than those with others. Consequently, a third
hypothesis can be formulated: the distance between the two writing systems
accounts for the differential rates of second-language metalinguistic awareness,
and subsequent decoding skill development among learners with diverse first-
language orthographic backgrounds.

Finally, within Functionalist paradigms, the model further presumes
that second-language metalinguistic awareness evolves through continu-
ous interactions between transferred first-language competencies and
second-language visual input. Since such cross-linguistic interplay typi-
cally results in sustained assimilation of processing experiences in
both languages (e.g. Muljani et al., 1998; Wang et al., 2003a), the resulting
second-language competencies are expected to vary systematically
across diverse first-language groups. Hence, the final hypothesis is that
variations in second-language processing efficiency are attributable, in part,
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to differential procedural requirements imposed by first-language writing
systems, and in part to varying amounts of experience with the target language
visual input.

The model’s central claims can be summarised as follows:

. Facilitation from shared metalinguistic awareness competencies: The
aspects of metalinguistic awareness shared across languages, once
developed in one language, facilitate the initial task of learning to
read in another language, because the basic requirements for the
task are also common across languages.

. Contribution of first-language metalinguistic sophistication: First-
language metalinguistic insights regarding how language elements
are graphically represented in the writing system, when transferred,
establish a solid foundation for developing a functional understand-
ing of the corresponding relationships in a second language, thereby
facilitating the formation of second-language metalinguistic aware-
ness and subsequent decoding skill development.

. First- and second-language orthographic distance effects: The aspects of
transferred metalinguistic awareness, attuned to the properties
specific to the first-language writing system, need to be adjusted
to those in the second language through processing experience
with the target-language visual input. Because degree of adjustment
is determined essentially by how closely the twowriting systems are
related, the development of second-language metalinguistic aware-
ness and decoding skills requires different amounts of print infor-
mation processing experience among learners with similar, and
dissimilar, first-language orthographic backgrounds.

. Cross-linguistic variations in second-language metalinguistic awareness:
Second-language decoding skills develop through interaction
between transferred first-language metalinguistic competencies
and second-language visual input, and, as a result, newly acquired
skills, reflecting both first- and second-language writing systems,
vary systematically across learners with diverse first-language
orthographic backgrounds.

The predictive validity of these claims is evaluated in the following
section through a review of empirical studies.

Roles of Metalinguistic Awareness in Second-Language
Reading Development

Facilitation from shared metalinguistic awareness competencies

In view of the irrefutable contributions of metalinguistic awareness to
early reading development, the question is how the learning-to-read
process among school-age second-language learners differs from that of
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their monolingual counterparts. Presumably, young second-language
learners are handicapped by a double-bind. Generally, they lack adequate
oral language command at the point when second-language literacy
learning commences, and unlike adult learners, they have limited prior
literacy experience in the first language. Inasmuch as the primary objec-
tive in the initial ‘learning-to-read’ phase is developing skills with
which to map spoken-language elements onto graphic symbols, success
in this phase largely depends on metalinguistic understanding of what
is to be mapped. Young second-language learners, because of limited
oral communication experience in the target-language, are likely to be
less sensitive to the functional significance of linguistic features. Con-
ceivably, they may undertake the ‘learning-to-read’ task without either
adequate knowledge of the actual linguistic elements, or the metaling-
uistic facilitation guiding mapping skill development. Moreover,
because of their limited prior literacy experience, we cannot assume
that all children have a clear understanding that print represents
speech. In the absence of such a basic concept, linguistic knowledge,
however developed, cannot automatically be used to ‘decipher’ print
information.

Are there, then, mechanisms to facilitate learning-to-read for these
children with a dual handicap? One possibility, seemingly, is phonolo-
gical awareness – the child’s growing understanding of the segmental
nature of spoken words. The conviction emanating from first-language
reading research is that phonological awareness, a by-product of oral
language experience, precedes and supports initial literacy acquisition.
The awareness serves as a basis for decoding development in typologi-
cally diverse writing systems, including logographic Chinese (Ho &
Bryant, 1999; Li et al., 2002). The Transfer Facilitation Model posits
that the segmental understanding, once developed in one language,
can facilitate learning to read in another language, irrespective of
their orthographic distance. It can be predicted, therefore, that the
early stages of second-language reading development among young
learners rely heavily on metalinguistic sensitivity, in general, and pho-
nological awareness specifically, much like first-language literacy
acquisition.

Earlier studies investigated the extent to which phonological aware-
ness relates to word-reading ability among school-age second-language
learners. Cisero and colleagues (1992), for example, contrasted English
monolingual and Spanish-dominant bilingual first-grade children in
phoneme detection performance, and concluded that in both groups,
competent readers were superior in phonemic analysis to their less-
competent counterparts. Similarly, in a study on Spanish-dominant bilin-
gual first graders, Durgunoglu et al. (1993) determined that first-language
phonological awareness is a powerful predictor of subsequent word
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recognition skills in both languages. These studies thus extended
earlier first-language research conclusions to bilingual populations. The
Durgunoglu et al. (1993) study, moreover, points to the strong possibility
that phonological awareness, developed in one language, can enhance
literacy acquisition in another.

Subsequent studies, employing a large battery of tasks in both first and
second languages, focused on the inter-lingual connections among a wide
range of component skills. Collectively, their findings suggest that
significant relationships exist in a variety of corresponding skills; poor
readers are uniformly weak in phonological skills in both languages;
their deficiencies usually are ‘domain-specific’ and not primarily
attributable to non-phonological factors (e.g. Abu-Rabia, 1995; August
et al., 2001; Carlisle & Beeman, 2000; Cormier & Kelson, 2000; da Fontoura
& Siegel, 1995; Gholamain & Geva, 1999; Verhoeven, 2000; Wade-Woolley
& Geva, 2000). Da Fontoura and Siegel (1995), for instance, examined
literacy development among Portuguese-English bilingual children in
each of their two languages. Measuring and comparing phonological
skills, syntactic knowledge and working memory, the researchers found
high correlations between corresponding skills in the two languages.
They also determined that reading problems were associated with
phonological skill deficits. In a study with second grade children who
were simultaneously learning to read English and Hebrew, Wade-
Wooley and Geva (2000) also acquired evidence of cross-linguistic
relations between phonological skills and word-reading ability.
Gholamain and Geva (1999), by comparing yet another set of component
skills (decoding, letter naming speed and working memory) among chil-
dren learning to read English and Persian, once again found significant
relationships between corresponding skills both within and across
languages.

Taken as a whole, these findings make it plain that phonological aware-
ness plays a vital role in reading acquisition in both first and second
languages. Even more significantly, phonological awarenesses in the chil-
dren’s two languages are developmentally interdependent. It is not yet
clear, however, the extent to which such interdependence results from
the commonalty of alphabetic scripts involved in most of the studies on
record. On one hand, we can speculate that cross-linguistic connections
are reduced when learners deal with two orthographically unrelated
languages, while, on the other, it seems equally plausible that strong
inter-lingual connections remain – regardless of orthographic typology –
because the aspects of phonological awareness required for reading
acquisition do not vary much from language to language. Empirical
data is currently limited, in the main, to children learning to read two
alphabetic orthographies. Further investigations are needed to enhance
our understanding of inter-lingual relationships between phonological
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awareness and decoding skill acquisition in biliteracy development
involving orthographically unrelated writing systems.

Contribution of first-language metalinguistic sophistication

Inasmuch as aspects of metalinguistic awareness are common across
languages, once developed, they can provide substantial facilitation in
the formation of structural sensitivity in another language. Consequently,
metalinguistically ‘trained’ adult second-language learners should be
adept at deducing how spoken-language elements relate to units of
graphic symbols in a new language. Studies on adult learners of Japanese
and Chinese offer some insights on the issue. With the growing interest in
logographic literacy, an increasing number of studies have appeared that
address the development of character-knowledge among second-
language learners of logographic languages. Their findings generally
suggest that character-specific awareness evolves relatively early among
these learners, but, until then, they appear to learn and process characters
holistically in all-or-nothing manners.

In an instructional study, Dwyer (1997) for example examined ways of
facilitating kanji learning among beginning learners of Japanese. His data
demonstrated that systematic presentations of phonetic radicals when
introducing new characters facilitated the mastery of kanji pronuncia-
tions, and that simultaneously presenting a group of kanji, sharing no
common graphic elements, was beneficial in remembering character
meanings. His results thus suggest that even beginning learners utilise
character components to learn and recall characters, supporting the con-
viction that sensitivity to a character’s internal components among
second-language learners evolves early in kanji-knowledge development.
Similarly, Ke (1998) found that, after one year of Chinese study, his
college-level participants were aware of the utility of radicals in building
character-knowledge; and also that such awareness was a direct conse-
quence of their character-recognition ability. Using a think-aloud protocol
analysis, Everson and Ke (1997) determined that, while intermediate lear-
ners depended on rote-memorisation approaches to character identifi-
cation, advanced learners were more analytical, invoking character
segmentation and radical-information retrievals.

Wang et al. (2003b) explored how adult second-language learners of
Chinese acquire sensitivity to the second-language orthographic struc-
ture. Using two experimental tasks (lexical decision and naming), the
researchers showed that lexical processing among American learners of
Chinese was considerably impaired by visual complexity, radical combi-
nation violations and radical misplacement. These results corroborate
those from other Chinese-learning studies described above, suggesting
that beginning learners of Chinese, despite their limited print exposure,
become sensitised to the internal structural properties of Chinese
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characters. Even more critically, such sensitivity – an understanding of
the visual-orthographic constraints – appears to guide character infor-
mation processing among second-language learners of Chinese with
alphabetic first-language backgrounds.

In a psycholinguistic experiment, Koda and Takahashi (submitted)
compared radical awareness among native and non-native kanji users
through semantic category judgement. In the experiment, participants
were asked to decide whether a presented character (e.g. ‘lake’) belonged
to a specific semantic category (e.g. ‘body of water’). Their findings
demonstrated that the groups benefited similarly from semantic radicals
when extracting semantic information from single-character words.
However, the groups’ responses differedwhen the characters and radicals
provided conflicting information, as in the case of the ‘water’ radical used
in a character whose meaning had no relevance to ‘water’ (e.g. ‘decide’).
While judgment speed among native kanji users declined considerably in
processing characters whose semantic radicals conveyed conflicting infor-
mation, their accuracy rate remained the same, presumably because they
took time to decide. Reaction times among non-native participants, in
contrast, were minimally affected, but their error rates increased percept-
ibly, seemingly because they disregarded the incongruity. Apparently,
native Japanese readers detected the mismatch, but novices did not.
The findings thus indicate that second-language learners are sensitised
to the basic function of semantic radicals and attentive to their infor-
mation during kanji processing. However, they still need to become
aware that not all radicals provide valid information, as well as to
develop the skills of differentiating valid from invalid information and
incorporating valid information selectively during kanji recognition.

To sum up, studies involving second-language learners of Chinese and
Japanese repeatedly suggest that adult learners of logographic languages
are progressively sensitised to the functional and structural properties of
character components, and gradually rely on this sensitivity both in
learning new characters and retrieving stored character information. Of
greatest moment, however, such sensitivity readily develops with
somewhat restricted character-learning experience (usually 250–400
characters) among metalinguistically adroit adult learners. This contrasts
sharply with children learning to read Chinese as their first language,
who require knowledge of roughly 2000 characters to develop similar
metalinguistic insights (Shu & Anderson, 1999).

First- and second-language orthographic distance effects

Cross-language transfer occurs during second-language decoding
development, irrespective of the distance between the two writing
systems. However, the degrees of facilitation brought about by
transferred first-language metalinguistic awareness are likely to vary
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because the distance imposes varying modifications on the transferred
competencies. If so, orthographic distance should be responsible, in
part, for the rate at which second-language metalinguistic awareness
develops among learners with diverse first-language backgrounds,
which, in turn, explains differences in their print information extraction
efficiency. Although systematic probing of the relationship between
orthographic distance and second-language metalinguistic awareness
has yet to occur, initial inquiries into the orthographic distance effects
on second-language decoding development are currently under way.
Studies involving ESL learners demonstrate that more accurate and
rapid performance transpires among those with alphabetic, than
non-alphabetic, first-language backgrounds (e.g. Dhanesschayakupta,
2003; Green & Meara, 1987; Koda, 2000; Muljani et al., 1998). The
critical question in this research is how shared properties facilitate
second-language print information extraction through cross-language
transfer.

Muljani et al. (1998) shed significant light on the issue by testing the
effects of orthographic distance on second-language intra-word structural
sensitivity. Comparing lexical-decision performance (deciding whether or
not a given string of letters is a real word) among proficiency-matched
ESL learners with related (Indonesian, i.e. Roman-alphabetic) and unre-
lated (Chinese, i.e. logographic) first-language orthographic back-
grounds, the study revealed that intra-word structural congruity (i.e.
spelling-pattern consistency) between the two alphabetic languages
(Indonesian and Chinese) benefited lexical judgement among Indonesian,
but not Chinese, participants. Indonesian superiority, however, was far
less pronounced on the items whose spelling patterns were unique to
English (i.e. not present in Indonesian). These findings suggest that
although related orthographic backgrounds induce general facilitation
in lexical processing, accelerated efficiency occurs only at the operations
dealing with properties shared between the two languages and thus
posing identical processing requirements. Hence, it appears that ortho-
graphic distance not only explains overall performance differences
among learners with related and unrelated first-language backgrounds,
but it also underscores the ways in which first-language experience facili-
tates second-language lexical processing.

To sum up, research findings seem to suggest that orthographic
distance is a strong predictor of second-language decoding develop-
ment. To date, however, the hypothesised role of metalinguistic
awareness, as a factor mediating the observed connection between ortho-
graphic distance and second-language decoding efficiency, has yet to
be empirically tested. Given the explanatory potential of this factor,
future research should directly examine the relationship between ortho-
graphic distance and second-language metalinguistic awareness, as well
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as that between second-language metalinguistic awareness and decod-
ing efficiency among learners with diverse first-language orthographic
backgrounds.

Cross-linguistic variations in second-language
metalinguistic awareness

Traditionally, in second-language research, limited attention has been
given to the cognitive interplay between the two languages during
second-language lexical processing. Of late, however, systematic investi-
gations of such cross-linguistic interactions have been initiated through
comparisons of metalinguistic awareness among second-language readers.

In a series of studies, Koda and associates (Koda, 2000; Koda et al., 1998)
show that processing experiences in both first and second languages
predict differences in morphological awareness development among
ESL learners with typologically similar and dissimilar first-language
backgrounds (typologically similar: Korean, i.e. alphabetic-syllabary
orthography, linear-sequential morpheme organisation; typologically dis-
similar: Chinese, i.e. logographic orthography, non-linear non-sequential
morpheme organisation). Korean superiority, attributable to their typolo-
gically similar background, was found in some, but not all, aspects of
second-language morphological awareness. Although Korean learners
outperformed the Chinese in the awareness aspects directly related to
the structural properties shared between English and Korean, the two
ESL groups did not differ in other aspects pertaining to the features
unique to the target language. Their findings, as noted in the previous
section, would seem to suggest that information extraction efficiency in
the operations involving the linguistic features specific to the target
language is gained mainly through second-language print processing
experience. The clear implication is that, since the development of infor-
mation extraction efficiency necessitates second-language visual input, it
is unaffected by differences in first-language processing experiences.

In related studies, Koda (1998, 1999) compared phonological aware-
ness and orthographic sensitivity among proficiency-matched Korean
(alphabetic) and Chinese (logographic) ESL learners. While intra-word
segmentation is central to phonological processing in alphabetic
systems, it is not mandatory in logographic orthographies. It was hypoth-
esised, therefore, that intra-word analysis experience among Korean ESL
learners would facilitate the acquisition of metalinguistic competence in
manipulating segmental phonological information. It was further hypoth-
esised that accelerated phonological awareness among Korean ESL
learners would enhance their decoding development. Results compli-
cated the already complex picture. Contrary to the predictions, the
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groups did not differ in either phonological awareness or decoding.
However, a clear contrast existed in the extent to which the two variables
were related to reading comprehension. In the Korean data, phonological
awareness decoding and reading performance were closely intercon-
nected, but no direct relationships were observed in the Chinese data.
The contrast was interpreted as suggesting that the two ESL groups rely
on different processing competencies during reading comprehension.
The study did not reveal what those competencies were, but the fact
that Korean Hang’ul is typologically similar (alphabetic), although ortho-
graphically unrelated, to the English writing system could imply that
typological similarity alone may not be sufficient to achieve the antici-
pated magnitude of facilitation, stemming from transferred skills in
second-language decoding development.

In a more recent study (Wang et al., 2003a), first-language orthographic
influence was examined using a category judgment task. In the study, par-
ticipants were first presented with a category descriptor, such as ‘flower,’
and then with a target word. The task was to decide whether the word
was a member of the given category. The task would have been simple
if real category-member words, such as ‘rose,’ had appeared. Instead,
target words were manipulated either phonologically or graphically. Pho-
nologically manipulated targets were homophones of category-member
words. Using the above example, instead of showing the word ‘rose,’
its homophone ‘rows’ was presented. Graphically manipulated targets
words were visually similar, but non-homophonic, to category-member
words (e.g. ‘fees’ for ‘feet’). The primary hypothesis was that the two
ESL groups would respond differently to the two types of manipulation:
Korean participants would be more likely to accept homophonic targets
as category members, while Chinese would make more false positive
responses to graphically similar targets. The data demonstrated that
phonological and graphic similarity both significantly interfered with
category judgement performance of both ESL learner groups. But, as pre-
dicted, the magnitude of interference, stemming from each type of
manipulation, varied noticeably between the groups: Korean learners
made significantly more errors by accepting homophonic items,
whereas Chinese participants’ errors were attributable to their false posi-
tive responses to graphically similar targets. Here again, the results
clearly indicate that the two groups rely upon different information
during semantic information extraction, and more critically, that these
differences are related to their first-language orthographic experiences.

Hence, empirical findings, to date, suggest that structural sensitivities
evolving from first- and second-language orthographic experiences are
both operative during second-language processing, jointly affecting
second-language decoding skill development.
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Summary and Future Research Agendas

This synthesis – based on insights from language-transfer and meta-
linguistic awareness research – provides a fitting introduction to the
Transfer Facilitation Model. Formulated as a unified framework, the
model clarifies the specific ways in which first- and second-language
writing systems shape second-language metalinguistic awareness,
which, in turn, facilitates second-language reading development. In
essence, the model postulates, first, that metalinguistic sensitivity
evolves gradually through print processing experience; and, second,
that transferring across languages, such sensitivity provides second-
language learners with top-down guidance in formulating reliable
connections between spoken language elements and graphic symbols in
the new writing system.

A considerable body of studies with both child and adult second-
language learners demonstrate that first-language metalinguistic capa-
bilities are readily usable in other languages, and transferred capabilities
play an important role in second-language reading development. As a
consequence, substantial variations in the structural and functional
properties of first-language writing systems can give rise to major differ-
ences in the rate and manner in which second-language metalinguistic
awareness and decoding skills are acquired. Of the greatest moment,
however, it is very likely that literate second-language learners, because
of their prior metalinguistic training, may acquire an understanding of
how elements of a new language relate to its writing system much
more rapidly, and with far greater ease, than beginning first-language
readers. In short, first-language metalinguistic awareness can make
critical contributions, in multiple ways, to second-language literacy
acquisition.

In light of the impact that transferredmetalinguistic awareness plays in
second-language reading development, two avenues appear to hold
strong promise for expanding current research. First, little information
is available about the nature of metalinguistic competencies, as well as
their development in languages other than English. Since different
writing systems have distinct ways of representing speech, metalinguistic
understanding of how the writing system works should vary across
languages. Systematic probing of the print–speech relationships in
diverse writing systems would shed substantial light on the precise meta-
linguistic foundation literate learners bring to reading acquisition in a
second language. Such analyses will also help establish systematic ways
of estimating first- and second-language orthographic distance, which,
in turn, facilitates accurate predictions of the relative ease with which
decoding skills develop among learners with diverse first-language ortho-
graphic backgrounds.
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Second, because decoding efficiency is a critical prerequisite to success-
ful comprehension (Gough & Tunmer, 1986; Hoover & Gough, 1990), the
long-term effects of initial decoding variance associated with first- and
second-language writing systems are worthy of systematic explorations.
Inability to extract accurate, and/or sufficient, word-meaning information
impedes comprehension, because it creates an extremely weak, perhaps
non-existent, semantic basis for text-meaning construction. Because of
the strong possibility that second-language learners acquire decoding
competencies through interplay between transferred first-language meta-
linguistic competencies and second-language visual input, diverse first-
language learning-to-read experiences could result in initial variations
in decoding competence. Decoding variance, in turn, could have dispa-
rate effects on the ways comprehension skills develop among contrasting
first-language groups.

Different reading skills are acquired at different developmental stages,
entailing diverse sets of prerequisite elements. Metalinguistic contri-
butions to the acquisition of distinct reading skills, therefore, can only
be understood through detailed, multi-faceted analyses, clarifying what
skills are needed to accomplish major operations in text information
extraction and integration during meaning construction; which specific
structural features (e.g. orthographic, morphological, syntactic) are rel-
evant to each of those skills; and how abstract structural understanding
facilitates their acquisition. Further elucidation of metalinguistic aware-
ness effects on reading acquisition, both within and across languages,
coupled with empirical validations, will undoubtedly foster innovative
approaches to investigating second-language reading development.
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Chapter 13

Effects of Writing Systems on
Second Language Awareness:
Word Awareness in English
Learners of Chinese as a
Foreign Language

BENEDETTA BASSETTI

Introduction

Much research has shown that second language learners and users
read and write their second language writing system differently from
its native users, as a consequence of knowing another writing system. A
relatively smaller amount of research shows that learners and users of a
second language writing system (L2WS) also have a different knowledge
of the linguistic units represented by their L2WS, compared with its
native users. Native users of different writing systems are affected in
their analysis of the spoken language by the linguistic units that their
writing system represents as discrete units (by means of graphemes and
orthographic conventions). When they learn a second language, they
may encounter a L2 writing system that represents different linguistic
units as discrete units. In that case, these multi-competent L2WS users
may develop a different awareness of the linguistic units in their second
language compared with native users of the target language because
they know more than one writing system.

The present research shows that English learners of Chinese have
different concepts of the Chinese word compared with Chinese natives,
as a consequence of knowing both the English and Chinese writing
systems. The word is the metalinguistic unit par excellence for English
speakers, and their encounter with the Chinese writing system, that rep-
resents morphemes but not words as discrete units, may lead to a variety
of reactions.1 The conflict between a L1 writing system that represents
words and a L2 writing system that represents morphemes can be
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solved by relying on the L1WS to determine word boundaries in the L2,
but the impact of the L2WS can affect various aspects of L2 awareness
and use. The conflict can be solved in different ways by different L2
learners, ranging from the integration of the two views of language to
the complete rejection of the new view of language conveyed by the L2
writing system.

The first language writing system and second
language awareness

Writing systems represent the flow of spoken language as a sequence
of distinct linguistic units with clear boundaries. For instance, while
phonemes overlap in speech (Lively et al., 1994), they are represented as
discrete units in alphabetic writing systems. But not all writing systems
represent the same linguistic units: while the graphemes of alphabetic
writing systems represent phonemes, the graphemes of other writing
systems represent consonants, syllables or morphemes.

Cross-orthographic research shows that writing systems affect the
ability to identify and manipulate linguistic units in their users. In
general, literate speakers tend to be aware of those linguistic units that
are represented in their writing system. For instance, users of alphabetic
writing systems are aware of phonemes, while users of syllabic writing
systems are aware of syllables. Awareness of linguistic units is not
related to literacy per se. Language users who are literate are still not
aware of linguistic units that are not represented in their writing
system, though present in their speech; for instance, Japanese children
cannot perform some tasks that require awareness of phonemes, even
though they are literate (Leong, 1991), because their writing system rep-
resents morphemes and morae but not phonemes; English adults can
perform tasks that require awareness of words, which are represented
as individuated units separated by spacing in their writing system, but
not tasks requiring awareness of syllables or phrases, whose boundaries
are not marked in their writing system (Miller et al., in preparation).
Writing systems affect awareness of linguistic units independently of
characteristics of the language: this is obvious when comparing native
speakers of the same language who are users of different writing
systems. For instance, literate Chinese natives, whose writing system rep-
resents monosyllabic morphemes, cannot perform some phonemic aware-
ness tasks which can be performed by Chinese natives who learnt pinyin,
a transcription system based on the Roman alphabet (Read et al., 1987);
Kannada-speaking children, whose writing system is a semi-syllabary,
cannot perform some phonemic awareness tasks which can be performed
by blind Kannada children, who are users of an alphabetic braille
(Prakash, 2000). This suggests the existence of orthographic relativity,
whereby language users analyse language differently according to
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which units are represented in their writing system: phonemes for English
speakers, morae for Japanese speakers, morphemes for Chinese, words
for English, etc. (see Bugarski’s ‘graphic relativity’, Bugarski, 1993).

If users of different writing systems are aware of different units, what
are second language users aware of? Bilingualism helps children develop
some aspects of phonological awareness (Bruck & Genesee, 1995), but
this does not extend to awareness of phonemes, which is only learnt
through exposure to a phonemic writing system. Bilingual children are
no better than monolinguals at phoneme substitution or phoneme count-
ing tasks (Bialystok, 2001; Bialystok et al., 2003). But, if they learn to read
their L1 writing system and become aware of the linguistic units it
represents, they can use this awareness to analyse their L2, and perform
differently from, or even better than, literate monolinguals; for instance,
Hebrew users of English as a Second Language segment English words
into phonemes differently from English natives (Ben-Dror et al., 1995); lit-
erate English-Greek bilingual children outperform literate English mono-
linguals in some English phonemic awareness tasks (Loizou & Stuart,
2003). Bilingualism per se does not make L2 users more aware of linguistic
units than monolinguals, but once they acquire awareness of a linguistic
unit by exposure to one writing system, L2 users can apply this awareness
to other languages.

Word awareness in English and Chinese natives

The present study deals withword awareness, that is to say the conscious
knowledge of the word as a linguistic unit. Word awareness is demon-
strated by the ability to understand and use the term ‘word’, to identify
words in a written or spoken text and to distinguish them from other lin-
guistic units, so that morphemes or phrases are not considered ‘words’.
According to orthographic relativism, word awareness should only
develop in users of those writing systems that represent words as discrete
units, and it should not be present in illiterates or in those literates whose
writing system does not mark word boundaries.

English is one of the writing systems that mark word boundaries; it rep-
resents orthographic words, i.e. strings of letters preceded and followed by
spacing (interword spacing). In line with orthographic relativism, literate
English adults understand what a ‘word’ is and can distinguish it from
other linguistic units. Using the most widespread test of word awareness,
the word segmentation task, Miller et al. (in preparation) presented a group
of English natives with a series of sentences written without inter-
word spacing (such as <icecreamisthemostpopulardessertinsummer>),
and asked them to segment the sentences by drawing a line between
words. Answers were almost unanimous, showing that English adults
understand the meaning of ‘word’ and can identify words. On the other
hand, research repeatedly showed that English preliterate children are
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notword aware: they do not understand what a ‘word’ is (Downing, 1970),
they do not understand that the spacing between strings of letters in
writing separates linguistic units (Meltzer & Herse, 1969), they cannot
say whether phonemes, syllables or sentences are words or not
(Downing & Oliver, 1974); and when asked to identify words in speech
they identify phonemes, sentences or other linguistic units (Ferreiro,
1997). When they learn to read a word-spaced writing system, children
then go through a stage where they can count written words but not
spoken words (Ferreiro, 1999), and after about two years of literacy, they
can consistently identify spoken words the same way as adults. Illiterate
English adults also cannot identifywords (for instance, they cannot identify
the number of words in ‘television’, ‘forever’, ‘four oxen’ or ‘the White
House’) and in general seem to think that dividing speech into words is
‘meaningless’ (Scholes, 1993).

Unlike the English writing system (but like Thai, Burmese, Tibetan,
Japanese and other writing systems), Chinese does not mark word bound-
aries. Spacing is used to separate Chinese graphemes, the hanzi or zi ( ,
/xan tsƒ/). Again confirming orthographic relativism, Chinese natives
(both children and adults) are not aware of words; indeed Chinese did
not have a term for ‘word’ until the concept was imported from the
West at the beginning of the 20th century (Packard, 1998). When perform-
ing a word segmentation task, Chinese natives segment the same text into
words differently from each other, are inconsistent with their own
previous segmentations, identify whole phrases as words and sometimes
do not understand instructions asking them to identify ‘words’ (Hoosain,
1992; King, 1983; Miller, 2002; Sproat et al., 1996). Interestingly, Chinese
natives who learnt pinyin (the Chinese romanisation system, which
uses interword spacing) segment Chinese texts differently from Chinese
natives who only know hanzi (Tsai et al., 1998). This shows that exposure
to a word-spaced writing system affects word awareness even among
native speakers of the same language. In an interesting cross-linguistic
experiment, Miller and his colleagues (in preparation) compared
Chinese and English natives’ segmentations of the same sentences, pre-
sented in Chinese and English respectively. They found that while
English natives reached an almost 100% agreement on their word seg-
mentations, Chinese natives had a significantly lower agreement rate
(Miller et al., in preparation).

While it appears that users of non-word-spaced writing systems are
generally not aware of words, literate Chinese natives might represent a
special case because of characteristics of their writing system. Each
Chinese grapheme (hanzi) represents one morpheme and its correspond-
ing spoken syllable (with very few exceptions). For instance, represents
the morpheme ‘to love’ and the corresponding syllable /ai/ (in the
standard variety of Chinese). Chinese lexical items can be mono- or
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polymorphemic; in written Chinese they are correspondingly mono- or
multi-hanzi. For instance: /ai/ ( , ‘to love’); /ai œ@n/ ( , ‘spouse’), etc.
In this way, the writing system assigns one specific written form to each
morpheme: while the syllable /ji/ can be written with various hanzi
( etc.), the writing system indicates that the /ji/ in /ji wA˛/
(‘before’) is written with the same hanzi as the /ji/ in /ji t$i˛/ (‘already’)
but not as the /ji/ in /ji �A˛/ (‘above-mentioned’). This means that the
spoken /ji wA˛/ can be analysed as the two morphemes ‘already-past’
and /ji t$i˛/ as ‘already-pass through’, but /ji �A˛/ (‘above-mentioned’)
is not ‘already-above’, but ‘at-above’. The same hanzi also often rep-
resents more than one morpheme, so that it may represent some that
are lexical items and some that are not; when reading, the context of the
sentence determines whether a hanzi represents a lexical item or a com-
ponent of a polymorphemic lexical item. So represents a verb in

(‘she gave birth to a baby’), the second morpheme in
(‘foreigner’), the third morpheme in (‘researcher’), and so on. This
gives the false impression that represents a lexical item, when in fact
it is the written representation of different homophonic morphemes. It
is by now clear that the hanzi plays a central role in the Chinese
writing system and that its importance and versatility conceal the role
of the lexical item.

Going back to language awareness, since their graphemes represent
monosyllabic morphemes, Chinese natives can segment language into
syllables (Miller et al., in preparation) and, for each syllable, identify the
correct hanzi among the many homophonic hanzi that could represent
it. For instance, they can say that /ai t$}i˛/ (‘love’) contains two syllables,
and that the first one is written as rather than or other
homophonic hanzi. The ability to identify syllables with the correspond-
ing morpheme/hanzi is an important aspect of language awareness for
Chinese children acquiring literacy (Li et al., 2002), which illiterates do
not have (Chao, 1976). The hanzi is recurrent in Chinese linguistic activi-
ties: text length is calculated in hanzi, dictionaries are searched by hanzi,
etc. (Chao, 1968). Given the importance of the hanzi in their writing
system, not surprisingly most Chinese natives think of their language
as made of hanzi (Hannas, 1997; T’ung & Pollard, 1982). The status of
the hanzi as the metalinguistic unit for Chinese natives is just as salient
as the status of the ‘word’ as the metalinguistic unit for English natives.
Hanzi does not mean ‘a group of strokes inscribed inside a square’, just
like the English ‘word’ does not mean ‘a series of letters comprised
within two spaces’; hanzi are the linguistic units that everybody is
aware of, recognizes and uses to talk about language. And the central
role of the hanzi obfuscates the role of the word for Chinese natives, in
probably the same way as the central role of the word obfuscates the
role of the morpheme for English natives. In this, English and Chinese
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natives do not differ: they are all aware of the linguistic units that are
represented in their writing system.

Word awareness in L2 users

The evidence reviewed above supports the view that word awareness
only develops with literacy in a word-spaced writing system. But does
this also apply to L2 users? There is evidence that bilingualism facilitates
the development of some aspects of language awareness (Cook, 1997).
Are L2 users aware of words in the absence of literacy? The answer
seems to be negative: bilingual prereaders are not better than monolin-
guals at counting words in a text (Ricciardelli, 1992) or at word segmenta-
tion and word judgement tasks (Nicoladis & Genesee, 1996); word
counting in bilingual children is positively affected only by their literacy,
not by their bilingualism (Edwards & Christophersen, 1988). For instance,
although preliterate American children performed better than Chinese-
English bilingual children in English word segmentation, a group of
Chinese-English bilingual children learning to read English in the first
year of primary school outperformed the American native speaker
children who could not read (Hsia, 1992). Word awareness acquired
through exposure to a writing system can be used to analyse another
language: French-English bilingual children who are literate only in
French can segment English texts in words as well as literate English
children (and even perform better in the segmentation of bimorphemic
compound words such as ‘snowman’) (Bialystok, 1986). It is clear that
the ability to segment a text into words, or to decide whether something
is a word, only develops with literacy in a word-spaced writing system;
but once word awareness is acquired via one writing system, it can be
used to analyse another language even in the absence of literacy in that
language, and then bilinguals can even enjoy an advantage over literate
monolinguals.

The Present Study

Word awareness develops in English natives as a consequence of learn-
ing to read English, and does not develop in literate Chinese natives. Since
English represents orthographic words and Chinese does not, literate
English speakers might use their word awareness to analyse L2
Chinese. Their concept of the Chinese word could therefore be different
from that of native Chinese speakers. Given that, once word awareness
is acquired, it can be used to analyse a second language, do English lear-
ners of Chinese as a Foreign Language (CFL) apply their word awareness
to identifying words in Chinese? Do they have a different concept of the
Chinese word compared with Chinese natives?
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In order to investigate this question, a Chinese word segmentation task
was given to a group of English CFL learners and a group of Chinese
natives. On the basis of previous findings, two hypotheses were
proposed: (1) English CFL learners will mark shorter words; and
(2) English CFL learners will show higher levels of intragroup agreement
on their word segmentations. The first hypothesis was proposed because
previous research had shown that Chinese natives who learnt the pinyin
romanization system (which represents orthographic words) marked
more word boundaries (i.e. shorter words) than Chinese natives who
did not learn it (Tsai et al., 1998); it was reasoned that English CFL lear-
ners’ prolonged exposure to the English writing system should have
even stronger effects than a limited exposure to pinyin and should
result in shorter words than those marked by pinyin-literate Chinese
natives. The second hypothesis was proposed because previous research
had shown that English natives segmenting English words reach almost
100% agreement, but Chinese natives segmenting Chinese have much
lower levels of agreement (Miller et al., in preparation); it was reasoned
that if L1 word awareness can be used to analyse the second language,
English CFL learners who reach such high levels of agreement in their
first language should reach higher levels of intragroup agreement on
Chinese segmentation than Chinese natives.

The two hypotheses were tested by means of two word segmentation
tasks (a text and a sentence segmentation task respectively), whereby par-
ticipants were asked to segment the materials into words. For both tasks, a
one-factor between-subjects quasi-experimental design was used to test
the effects of the first language writing system (English and Chinese) on
average word length and on intragroup agreement rates.

Participants

Sixty English-speaking learners of Chinese as a Foreign Language
(CFL) were recruited at various British universities. They were users of
English as an L1 and as an L1 writing system, enrolled in third- or
fourth-year Chinese language courses. Ninety per cent of respondents
rated their own Chinese reading skills as good or proficient.

The 60 Chinese natives were native users of the standard variety of
Chinese and of the Chinese writing system. They were matched to the
English group in terms of educational background, had all learnt pinyin
(the Chinese romanisation system) in school and most of them knew at
least one additional Chinese language besides Standard Chinese, as is
the norm in the People’s Republic of China. Since knowledge of English
could affect the results, they were given an English vocabulary test
(Schmitt et al., 2001) to check that their knowledge of English was
non-existent or minimal.
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Materials and procedure

Participants were given a set of printed materials containing two texts
(for the text segmentation task) and nine sentences (for the sentence seg-
mentation task). The written instructions invited them to draw a square
around each word in the text, and a final questionnaire included demo-
graphic information. The Chinese texts were two short descriptive pas-
sages taken from a Chinese encyclopaedic dictionary (Cihai Bianju
Weiyuanhui, 1989). In total they were 342-hanzi long and contained 300
valid word boundaries (hanzi not followed by a punctuation mark).
The nine sentences were taken from a previous study (Hoosain, 1992)
and consisted of seven hanzi (with six valid word boundaries) each.
Materials were judged by a native Chinese language teacher as appropri-
ate for the target L2 learners. The hanzi in the text were highly frequent:
99% belonged to the ‘frequent’ category in a hanzi frequency dictionary
(Shanghai Jiaotong Daxue, 1988). In the final questionnaire, 95% of the
English respondents reported that the Chinese materials were not
difficult.

Results

Results from the text segmentation task revealed that the effect of L1
Writing System was significant. The average word length, i.e. the
average number of hanzi per word, was significantly different between
the two groups, with English learners of Chinese as a Foreign Language
showing a significantly shorter average word length compared with the
Chinese natives (M ¼ 1.79, SD ¼ 0.14 and M ¼ 2.78, SD ¼ 0.81 respect-
ively, see Figure 13.1).

An independent group t-test revealed a significant difference between
the two group means (t1,118 ¼ 29.397, p , 0.001). In line with the first
hypothesis, the English CFL learners segmented text into shorter words
compared with Chinese natives.

Results from the sentence segmentations revealed a significant effect of
L1 Writing System on intragroup agreement rates, with English learners
of Chinese as a Foreign Language showing a significantly higher agree-
ment rate than Chinese natives (Figure 13.2). The agreement rate on
each sentence was calculated by means of an Index of Commonality,
which expresses the frequency of agreements as a proportion of the
total number of comparisons as a figure ranging from 0 to 1. The
average agreement rate for the English CFL group was 0.65 (SD ¼ 0.18);
for the Chinese group it was 0.24 (SD ¼ 0.05), showing that English
CFL learners agreed on significantly more sentence segmentations than
Chinese natives. (As the Index of Commonality was based on agreement
on each segmentation of the whole sentence, the levels of agreement are
relatively low.)
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A repeated measures t-test by item revealed that the difference
between the two groups was significant (t1,8 ¼ 6.83, p , 0.001), showing
that, in line with the second hypothesis, the English CFL learners had a
higher intragroup agreement rate than the Chinese natives.

Analysis of results

Since both groups were segmenting the same materials in the same
language and writing system, differences can only be attributed to differ-
ences in word awareness, and not to differences between the languages
and/or writing systems being segmented, as could be the case with
cross-linguistic comparisons. These results show that English learners
of Chinese have a different approach to Chinese word segmentation to
Chinese natives, and agree more with each other’s approach to identify-
ing words. But on the other hand they are also affected by the Chinese
language and writing system. The English group was far from the
almost 100% agreement that English natives show when segmenting
English materials. This is due to characteristics of the Chinese writing
system, notably the lack of interword spacing and the important role of
the morpheme/hanzi.

In line with the hypotheses, exposure to a first language writing
system that marks word boundaries resulted in shorter words and
higher agreement rates in the segmentation of a second language, but it
is not clear why this should be so. In order to understand why English
CFL learners identify shorter Chinese words than Chinese natives,

Figure 13.1 Average word length (in hanzi) by group
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further analyses were performed on the linguistic units marked as words
by both groups.

Reasons for different word lengths

Two main differences between the Chinese and the English groups
seem to have led to differences in word lengths. English CFL learners
mostly treated function words as words, while Chinese natives con-
sidered them as both words and affixes (affixed to the preceding, or some-
times following, content word). English CFL learners also segmented
nominal compounds in smaller units, while Chinese natives considered
them as single words. For instance, let us consider the following seven-
hanzi phrase:

Chinese text:
Transcription: /�ƒ t$}i �ƒ t$i tæ ou t�ou/
Hanzi meaning: Ten seven age epoch de Europe continent
English translation: The Europe of the Seventeenth century

This is how it was segmented by most English CFL learners (dots rep-
resent where participants drew word boundaries):

(‘Seventeenth century de Europe’, four words).

Figure 13.2 Intragroup agreement rates by group
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Most Chinese natives segmented it as follows:

(‘Seventeenth-century-de Europe’, two words)

or

(‘Seventeenth-century de Europe’, three words).

The results from the Chinese group are in line with previous findings
that Chinese natives consider compounds and phrases as words and
attach function words to content words (Hoosain, 1992; King, 1983). T-test
comparisons were performed on the two groups’ treatment of de (the
most frequent function word in Chinese) as a word and on the treatment
of four-hanzi nominal compounds as words, and both differences were
statistically significant (Figures 13.3 and 13.4). Obviously when nominal
compounds are considered one word and function words are affixed to
content words, the average word will be longer than when nominal com-
pounds are segmented and function words considered words.

Reasons for different agreement rates

Going back to the short phrase presented above, the distinction between
the two groups’ segmentations was not as clear-cut as it looked above. At
closer view, the segmentation patterns of the Chinese group were much
more complex. While 83% of Chinese participants considered
(‘Europe’) as one word, another 12% considered all as one
word (‘17th-century-de-Europe’), and the remaining 5% considered
(‘de-Europe’) as oneword. Regarding (‘Seventeenth century de’),
as many as five different segmentations were suggested:

Figure 13.3 Segmentation of de by group
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Obviously such a variety of segmentations on such a short string
explains the high levels of disagreement on word segmentation in the
Chinese group. With regard to the English CFL learners group, although
85% of English participants segmented the phrase as
(‘Seventeenth century de Europe’), it is worth noting that another 10%
considered (‘Seventeenth-century’) as one word, in line with
the Chinese natives’ segmentation, and the remaining 5% segmented
‘seventeen’ in two words, and (‘ten’ and ‘seven’). Compared with
the English group, the Chinese group presented a wider variety of seg-
mentation, with a lower percentage of participants agreeing on one
main segmentation, but interestingly the English group also presented
some minority segmentations. This explains the low intragroup agree-
ment rate of the Chinese group, and the higher but still relatively low
level of agreement in the English group.

Besides differing on the levels of intragroup agreement, the two groups
also differed in the levels of self-consistency (intrajudge agreement).
When the text contained the same lexical item twice, the English CFL lear-
ners tended to treat the same hanzi or hanzi strings in the same way

Figure 13.4 Segmentation of four-hanzi nominal compounds by group
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throughout, but Chinese natives treated the same hanzi or hanzi strings
differently in the same text. This characteristic of the Chinese natives’ per-
formance had already been noted in the literaturewith reference to the seg-
mentation of de and of the negation bu (King, 1983). In the present research,
this lack of self-consistency appeared both in the segmentation of de
(which occurred 12 times in the text) and in the segmentation of
nominal compounds (two compounds occurred twice each). The English
CFL learners showed significantly higher self-consistency in the segmen-
tation of both de and the repeated compounds, but they too were not 100%
self-consistent.

But why do Chinese participants show lower levels of intragroup
agreement and self-consistency in word segmentation? This is because
the two groups’ approaches to word segmentation are different. The
Chinese use a higher number of word segmentation strategies and a
wider variety of them compared with the English CFL learners.

Word segmentation strategies

In the final questionnaire, participants were asked to describe their
word segmentation criteria. An analysis of the answers revealed quanti-
tative and qualitative differences between the two groups. English CFL
learners applied fewer and less varied segmentation criteria, and while
some criteria were common to both groups, others were only mentioned
by one group or the other.

The following are typical descriptions of how an English CFL learner
segments Chinese text into words:

‘Whether in English it is a word or not’
‘Counted English equivalent as one word þ Chinese grammatical par-
ticles as one word.’

Translation into English was the most frequently reported strategy in
the English CFL group, reported by 36% of respondents, 47% of whom
indicated it as their only strategy. This could partly explain the higher
levels of intragroup agreement and self-consistency2.

The Chinese group reported more varied and complex word segmen-
tation strategies, which included various criteria, sometimes organised in
a sequence as in the following example:

‘I use the following stages: (1) I first segment the sentence into subject
and predicate; (2) I then segment each part into the smallest units
according to the word’s meaning and word class, but at the same
time I consider completeness of meaning, I don’t simply segment
according to word class, for instance: [‘student-life’] and

[‘body-building’] [make one word]; (3) Finally, I rely on intui-
tion, and the rhythm when I read it.’ [all translations by the author]
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Although not all the Chinese participants gave such elaborate answers,
some of their answers contained as many as five different word segmen-
tation criteria, while the overwhelming majority of English participants
(81%) reported only one criterion. Using more than one criterion naturally
leads to more varied segmentations.

Besides reporting different numbers of criteria, the two groups also
reported using different criteria. For instance, as mentioned above, the
most frequently used criterion in the English group was translation into
English; this hardly ever occurred in the Chinese group (who had no or
minimal knowledge of English). The most striking difference is the over-
whelming use of syntactic strategies by the Chinese group (dividing
subject, verb and object; dividing nouns, verbs, adverbs and adjectives;
etc.) reported by 45% of respondents. While a couple of English CFL lear-
ners reported using ‘grammar’, they did not explain how they used it.

Arguably the most interesting difference is that the Chinese group
reported the use of prosodic strategies for word segmentation. For
instance, one of the Chinese respondents wrote:

‘I segment according to the spoken intonation. [. . .] When we speak,
there are always some pauses, and I use these pauses to segment.’

A variety of prosody-based criteria were reported, including pauses in
speaking or in reading, intonation and rhythm. While such criteria were
reported by 18% of Chinese respondents, the English group did not
report them at all (only one respondent reported using the ‘tempo of
the text’). This prosodic approach could explain why de was not
considered a word (phonologically it behaves as a clitic). It could
also explain its apparently inconsistent treatment by the Chinese
group, which could be determined by prosodic context, as proposed by
King (1983).

Sometimes the two groups reported using similar criteria, but from
different viewpoints. If all criteria are classified by type of strategy
(semantic strategies, syntactic strategies, intuition, etc.), it appears that
both groups mostly used semantic strategies, which include considering
the meaning of each hanzi, considering words as units of meaning, ana-
lysing the sentence meaning, etc. But while English CFL learners mostly
looked at the meaning of single hanzi or words, the majority of Chinese
respondents were preoccupied with the meaning of longer units and
stressed the importance of keeping units of meaning together within
the same word. For instance, one Chinese participant wrote:

‘I do a complete segmentation depending on the meaning of the whole
sentence, I don’t just mechanically segment into the smallest words.
That way, one loses coherence and completeness of meaning.’
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This probably explains why the Chinese group did not segment nominal
compounds into smaller words.

Segmentation strategies can explain the differences in word length and
intragroup agreement between the two groups, as well as differences in
the two groups’ self-consistency. When only one strategy is used, and it
mostly consists of English translation (as is the case with English CFL lear-
ners), the same hanzi or hanzi string will be segmented in the same way
by different participants and by the same participant on different
occasions. When different participants apply different criteria, and each
participant employs more than one criterion (so that different criteria
can take priority in different contexts), this leads to the more varied
segmentations seen in the Chinese group.

Discussion

It appears that English learners of Chinese as a Foreign Language have
a different concept of the Chinese word compared with Chinese natives.
The two groups not only differ in how they identify words, they also differ
in their view of what constitutes a Chinese word: for most Chinese natives
it is a syntactic unit, while for most English CFL learners it is the equival-
ent of an English word; for both groups a word is a unit of meaning that
cannot be further segmented, but for English CFL learners this means a
mono- or disyllabic unit, while for Chinese natives this includes longer
compounds and phrases; for Chinese natives it is also a prosodic unit
that can be identified by means of pauses and intonation units, a possi-
bility that never occurs to English CFL learners.

But the Chinese word awareness of English CFL learners is not simply
a consequence of cross-orthographic influence. They can use their L1
English word awareness to analyse L2 Chinese; but, unlike French-
English bilingual children, who use their awareness of French words to
segment English (Bialystok, 1986), CFL learners cannot simply ‘transfer’
their L1 word awareness because they are affected by characteristics of
the Chinese language and writing system. English CFL learners obtain
lower intragroup agreement rates and self-consistency when segmenting
Chinese than they would obtain in segmenting English texts. This is due
to the Chinese writing system: it is partly due to its lack of interword
spacing, and partly to the centrality of the morpheme/hanzi that
imposes itself on CFL learners as well. Those English CFL learners who
considered (‘Seventeenth-century’) as one word have developed
a concept of word (or at least of the Chinese word) which is different
from the concept of word in monolingual English natives and in line
with the Chinese concept of an unbreakable unit of meaning; those who
divided ‘seventeen’ into two words (‘ten’ and ‘seven’) were influ-
enced by the important role of the morpheme/hanzi; in both cases, their
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segmentations are not the results of simply translating into English. The
percentage of English participants who at least occasionally showed
such ‘Chinese-style’ segmentations testifies to the impact of the Chinese
language and writing system on their concept of the Chinese word. The
effects of the Chinese writing system also surface in the descriptions of
their word segmentation criteria: there is the difficulty of deciding what
a word is in the absence of interword spacing (‘Difficulty in deciding
whether to split up names, esp. names of centres, e.g. [Popu-
lation Research Centre] all one word? Or three separate ones?’) and
there is the centrality of the hanzi as a unit of meaning; one felt ‘Each char-
acter is a word; however there are many two character phrases that are
words’. And in fact a few CFL learners reported difficulty in deciding
what constitutes a Chinese word: ‘A difficult question to answer’; ‘I
don’t really know!’. Even the authority of reference tools becomes ques-
tionable when tools in the two languages differ: while one learner
showed a typical reliance on the authority of dictionaries: ‘If I know I
can find it in the dictionary it must be a word’, another noted: ‘It’s difficult
because [People’s Republic of China] will probably appear
as ONE word in the dictionary’.

The multi-competent L2 user and language awareness

These results support the theory of multi-competence, that is the
knowledge of two or more languages in one mind (Cook, 1991). Literate
L2 users not only have two or more languages in their minds, they also
have two or more writing systems (see discussion in the introduction to
this book). Their use and their knowledge of their languages and
writing systems are different from the use and knowledge of native
users of the target language and writing system, and are influenced by
the two (or more) languages and the two (ore more) writing systems in
the multi-competent L2 user’s mind. In this way, the multi-competent
English learner/user of Chinese as a Foreign Language has a different
knowledge of the Chinese language to Chinese natives.

English CFL learners have a different concept of the Chinese word,
compared with natives. But what is actually happening in the minds of
these L2WS users? Do they have a different concept of the Chinese
word coexisting with their concept of the English word, or is their
overall concept of word changing? In addition to the results from this
research, informal conversations with other CFL users revealed interest-
ing cases: an Italian CFL user reported discovering the existence of mor-
phemes when she started studying Chinese and then applying the same
concept to her first language; an English CFL user, asked to translate
some Chinese sentences into English, wrote all the English compounds
corresponding to two hanzi in the Chinese text (such as , <tablecloth>)
as two separate English orthographic words (<table cloth>) and
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wrote: ‘I’m not sure what constitutes a word really – for example table
cloth – is that two words in English? Is it the same in Chinese?’. While
this is of course anecdotal evidence, it is still interesting.

On the other hand, other CFL users think that words are self-evident
and universal units of language analysis. They criticise the Chinese
natives’ view of language as made of hanzi and their habit of putting
hanzi together to create new words that do not exist in dictionaries (e.g.
Hannas, 1997). The negative view of the Chinese lack of word awareness
also creeps into Chinese language textbooks, as in the following
(co-authored by a CFL user): ‘Most Chinese still think of their language
as consisting of characters rather than words’ (T’ung and Pollard,
1982: 2). Although the authors explain that this view facilitates Chinese
reading, and proceed to teach both spoken words and hanzi, they do
not explain why the Chinese think their language is made of hanzi, and
the use of the word ‘still’ implies that this view is incorrect rather than
different. And while some CFL users work to produce word-based
Chinese reference tools (e.g. the ABC Dictionaries series: DeFrancis,
1996; or the word index to a hanzi dictionary, Mair, 2003), other CFL
users comment that these word dictionaries might be more difficult to
use than hanzi dictionaries (Light, 1998). And while some CFL users
fight to get romanised library catalogues written in words rather than syl-
lables, according to the ‘rational aggregation of Sinitic syllables into
words’, others find syllable-based catalogues easier to search or to
produce because they have ‘absolutely no faith in [their own] ability
to separate the words correctly’ (see Chinese Kenyon archives, 2000).

It appears that there is much variability in how English-speaking CFL
users react to the impact of a different writing system and related views
of language. While reliance on L1 word awareness is their main
approach to identifying L2 words, CFL learners show signs of develop-
ing a new concept of the Chinese word different from the concept of the
English word, as a consequence of exposure to the Chinese writing
system.

Orthographic relativism and Chinese word awareness

These research findings support orthographic relativism, the view that
writing systems affect their users’ views of language. Previous research
showed that native speakers of the same language analyse their first
language differently if they learnt to read it through the medium of differ-
ent writing systems (Prakash, 2000; Read et al., 1987); the present study
shows that L1 and L2 users show different awareness of the same linguis-
tic units in the same language if they were exposed to different first
language writing systems.

But howmany of these differences can be attributed to the participants’
L1 writing system, rather than to bilingualism? Given the lack of
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orthographic conventions for word boundaries, both English and Chinese
natives trying to segment Chinese find themselves in the same situation as
preliterates or illiterates. But while the word segmentations of Chinese
natives are reminiscent of the word segmentations of English preliterates,
those of English CFL learners are not. This is evident in at least three
aspects:

(1) English preliterates mostly do not consider function words as words,
but either attach them to the following content word or ignore them
altogether; Chinese literates also often considered function words to
be affixes, and interestingly a small percentage of them ignored func-
tion words altogether, i.e. did not mark them as either words or parts
of words.

(2) Both English preliterates and Chinese literates often do not segment
compounds and phrases in smaller words.

(3) Both English preliterates and Chinese literates sometimes rely on
prosody to identify words: stress units for English children; intona-
tion groups, potential pauses, etc. for Chinese literates.

English CFL learners mostly do not show such features of preliterates’
word segmentation: function words are mostly considered words, com-
pounds and phrases are segmented and prosodic clues are not taken
into account. Interestingly, this is in line with the spacing conventions
of the English writing system, where function words are represented as
orthographic words – ‘in’, ‘on’ and ‘the’ (unlike some function words
in the Arabic and Hebrew writing systems, see Bauer, 1996); compounds
are variable, going from ‘table napkin’ to ‘table-knife’ to ‘timetable’
(unlike in the Dutch writing system); and prosodic boundaries are not
reflected in spacing conventions (unlike in the Thai or Khmer writing
systems, see Coulmas, 1999; Diller, 1996). It therefore appears that pre-
vious experience of learning a word-spaced writing system is at least
partly the cause of the differences between the Chinese and English
participants’ view of the Chinese word. Of course this parallel between
Chinese adults and English preliterates cannot be taken as evidence
that the differences between Chinese and English users of Chinese are
due to their respective writing systems. To demonstrate this causal link
it would be necessary to compare CFL learners with different L1
writing system backgrounds. The next step could be a comparison of
English and Japanese CFL users, because the Japanese writing system
does not mark word boundaries with spacing, some of its graphemes
(kanji) represent morphemes, and the alternation of morphemic and sylla-
bic graphemes (kanji and kana) segments the written text differently from
English orthographic conventions.

In conclusion, native users of English and Chinese have different
concepts of the Chinese word and different approaches to word
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segmentation. The presence of two writing systems in the minds of these
multi-competent L2 and L2WS users may lead to a new awareness of the
Chinese word, and possibly of the word.

Acknowledgements

The study reported here formed part of the author’s doctoral thesis
(Bassetti, 2004), which was supported by a Postgraduate Studentship by
the Economic and Social Research Council.

Notes

1. Whether the word is a valid linguistic construct or not is irrelevant here; a
construct does not need to be scientifically valid in order to affect people’s
thinking.

2. It is interesting to note that the L1WS orthographic conventions are sometimes
also present in the word segmentations of professional linguists; when trying
to identify word boundaries for previously unwritten languages, linguists
sometimes rely on the orthographic conventions of English or French (see
criticism in Van Dyken & Kutsch Lojenga, 1993).
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Chapter 14

Phonological Awareness and
Spelling Skill Development in
Bilingual Biscriptal Children

LILY H.-S. LAU and SUSAN J. RICKARD LIOW

The importance of phonological awareness for reading development
(Ehri, 1998; Goswami& Bryant, 1990;Wagner & Torgesen, 1987) and reme-
dial intervention (Foorman et al., 1998; Hatcher et al., 1994) has beenwidely
reported for British and American unilingual children (see Rayner et al.,
2001, for a review). Similarly, when these children first learn to spell
English words, their ability to segment and transcribe speech sounds
appears critical (e.g. Caravolas et al., 2001; Treiman et al., 1994). Never-
theless, for English-knowing bilingual children living elsewhere, the use
of phonological awareness for early reading and spelling development
is likely to be more variable for at least three reasons. First, concurrent
exposure to an orthography that is more transparent than English
enhances phonological awareness (e.g. Durgunoglu et al., 1993 on
Spanish-English speaking children). Skill transfer between orthographies
can also impede the development of phonological awareness, especially if
bilingual children are taught visual strategies for one or both of their
languages (Rickard Liow, 1999; Rickard Liow & Tng, 2003, on Mandarin-
English speaking children). This suggests that specific combinations of
orthographies can affect the nature of literacy acquisition in bilingual
children. The second reason is that teachers vary in the emphasis they
place on phonological awareness in bilingual classrooms, even when the
main medium of instruction is English. For unilingual English-speaking
children, the advantages and disadvantages of various approaches to
literacy instruction are routinely debated (see Bruck et al., 1998, for a
comparison). Finding optimal methods for teaching particular sub-types
of English-knowing bilingual children is likely to prove even more of a
challenge. Third, exposure to oral forms of language at home can also
influence reading and spelling in alphabetic (Caravolas & Bruck, 1993)
and logographic scripts (Cheung et al., 2001; McBride-Chang & Ho, 1999).
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The disparity between unilingual and bilingual processing of English
words, resulting from skill transfer between orthographies, teaching
methods, and oral language exposure, persists well into adulthood
(Holm & Dodd, 1996; Morais et al., 1979; Read et al., 1986). After school
entry, the underlying factors become more difficult to separate, so we
wondered how soon processing differences are observable between sub-
types of bilingual children, given that any influence of home language
probably starts very early. In this chapter, we address this question
by looking at the early spelling skills of three different groups of
5–6-year-old bilingual children in Singapore who were using English as
either their L1 or L2 writing system.

Language Backgrounds in Singapore

Singapore has four main ethnic groups (Chinese, 76.8%; Malay, 13.9%;
Indian, 7.9%; and others, 1.4%, Department of Statistics, 2001), and there
are four official languages: Mandarin, Bahasa Malaysia, Tamil and
English. Tamil is the most widely taught Indian language in Singapore,
but Tamil-English speaking children represent the smallest sub-type of
bilinguals, and were outside the scope of this study; Mandarin brings
together the Chinese population although many speak other languages
at home (e.g. Hokkien, Cantonese, Teo Chew, Hakka); Bahasa Malaysia
(or the similar Bahasa Indonesia) is spoken in neighbouring countries
as well as by the ethnic Malay population in Singapore; English is now
the language for commerce, and the main medium of instruction in
schools and universities. In informal settings, colloquial forms of
English and Bahasa Malaysia, known as Singlish and Pasar respectively,
are widely used and understood.

Singapore has adopted China’s system of simplified characters for
writing in Chinese. From the early years of primary school (seven years
and older) pupils are taught pinyin, the romanised script for standard
Mandarin phonology, alongside the simplified characters, and
kindergartens begin this process. Bahasa Malaysia is written in the
Rumi script, except for documents relating to Islam which are usually
in Jawi (Arabic). The letters used in the Rumi alphabet are the same as
those for the English alphabet, except that <q> and <x> are only found
in foreign loan words. There are some novel blends (e.g. <ny>, <ng>
and <sy>) and <e> carries two phonemic forms; otherwise Rumi is very
regular. This kind of orthographic transparency allows beginners to rely
heavily on phonological awareness for reading and spelling (see Oney
& Durgunoglu, 1997, on Turkish; Wimmer & Goswami, 1994, on
German). For Bahasa Malaysia, Rickard Liow and Lee (2004) report that
beginner spellers in primary school can often encode long, low-frequency

358 Awareness of Language and Second Language Writing Systems



words correctly. Relatively few vowel pairs and consonant clusters make
this task much easier in Bahasa Malaysia than in English.

To ensure that Singapore citizens retain a sense of their ethnic culture
and can communicate in their family language, all pupils in government
schools must learn to read and write in their ‘mother tongue’ as a second
language. This means that most Singaporean children are English-
knowing bilinguals when they enter school (6–7 years old) and they
will become biscriptal (Mandarin-English, Malay-English or Tamil-
English) by the end of their secondary education. The Singapore Ministry
of Education refers to English as the first language (L1) and mother
tongue as the second language (L2), but pre-school children’s actual
first and second languages depend on family usage at home and on
what kind of kindergarten they attend. We selected kindergarten pupils
who used English, Bahasa Malaysia or Mandarin as their first oral and
written language. Once in school, their first writing system quickly
becomes English, but in the pre-school period most kindergartens teach
some writing and spelling skills in either Malay Rumi or Chinese charac-
ters. Parents often choose kindergartens that encourage the family’s home
language because English is emphasised in the schools.

Cross-linguistic Transfer in Spelling

In previous work with Singaporean 9–10 year olds, Rickard Liow and
Poon (1998) used homophone judgment and non-word spelling tasks to
show that the transparency of the first language’s orthography affects
the development of phonological awareness in English, the second
language. The 57 pupils in their study were all ethnic Chinese children
from the same English-medium primary school, but their mother
tongue was Chinese (Mandarin, Cantonese, Hokkien), Bahasa Indonesia
or English, so the influence of exposure to a particular orthography
could be seen in the absence of differences in teaching methods. Rickard
Liow and Poon’s results showed that Bahasa Indonesia L1 pupils had the
highest level of phonological awareness, followed by the English-L1
pupils, and then the Chinese-L1 children.

More recent work elsewhere has proved consistent with these findings.
Wang and Geva’s (2003) comparison of younger Cantonese-speaking ESL
children (mean age 7:3 years) from Hong Kong with native English-
speaking children (mean age 7:4 years) in Canada, also suggested that
having a non-alphabetic first language (i.e. Chinese characters learned
without pinyin) is associated with low levels of phonological awareness.
Both these studies showed that Chinese ESL children’s exposure to a logo-
graphic script makes them less likely to rely on phonological processing
for English than English-speaking unilingual children who are taught
letter-sound correspondences. However, Caravolas and Bruck (1993)
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suggested that differences between bilingual groups could also be attribu-
table to aural linguistic experience. They looked at the effect of oral
language input on the phonological awareness of Czech- and English-
speaking 4–6-year-old Canadian children. Exposure to Czech increased
awareness of complex onsets and this led to more advanced spelling
skills by the end of Grade 1. This seminal paper supports the view that
early reading and writing skills are founded partially on aural experience
of the home language, not just on script and pedagogical differences.

The purpose of our study was to extend the work on beginner spellers’
differential use of phonological awareness by looking at 5–6-year-old bilin-
gual children from the three largest language background (LB) groups in
Singapore: the English-LB group had English as their first language (L1)
and Mandarin as their second language (L2); the Chinese-LB group had
Mandarin as L1 and English as L2; and the Malay-LB group had Malay as
L1 and English as L2. All the children in our study spent about 75
minutes per day learning English in the same kindergarten, so teaching
method was neither a factor, nor a potential confound.

We considered analysing samples of free writing because even 3–4
year olds invent spellings that include letter names, and result in
phonologically plausible ‘words’ (see Treiman, 1993). However, most
kindergarten children in Singapore are taught to write by a system of
letter sequences learned by rote (i.e. reciting constituent letters ‘<c> <a>
<t> spells cat’) rather than by transcription of speech sounds. We also
decided against the use of a standardised spelling test of whole words
as the main means of assessing phonological awareness because we
feared floor effects. Finally, we settled on an adapted version of
Treiman et al.’s (1994) ingenious Flaps Spelling Test (described later)
because it allows children to respond at the level of a single letter, and
it taps phonological processing very directly.

Flaps and Children’s Spelling

In some varieties of spoken English, notably American English, medial
stop consonants in certain contexts undergo a process known as ‘flap-
ping’. This means they are pronounced with the tongue tapping rapidly
against the alveolar ridge before it drops away (Ladefoged & Maddieson,
1996) rather than with full plosion. Speakers flap when bi-syllabic words
contain a single medial /t/ or /d/ that is preceded by an unstressed vowel
and followed by a vowel or a vowel plus /r/. For example, when flapped,
the /d/ in ‘riding’ and the /t/ in ‘later’ are both voiced, so that the /t/ sounds
like a /d/. Children who rely heavily on phonological information should
choose the letter <d> to spell words with t-flaps as well as words with
d-flaps, e.g. for <w a_e r>, they choose <d> instead of <t> even with a
context sentence for ‘water’; in other words mistakes are more likely in
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words with flapped /t/ ‘water’ than in words with flapped /d/ ‘riding’
since this allophone of /d/ will still correspond to the letter <d>. From
here on we will use the terms ‘d-flap’ and ‘t-flap’ to refer to words that
contain flapped /d/ and /t/.

This over-use of phonological information when spelling flaps was first
observed by Read (1975) in unilingual American English-speaking
children. Soon after, Beers and Henderson (1977) systematically analysed
pre-schoolers’ early writing efforts, and found that words containing
t-flaps were often spelled with a <d> for example ‘water’ as <woord>,
and ‘sweater’ as <sweder>. Ehri and Wilce (1986) then used a cross-
sectional design and looked at the spelling of words containing t- and
d-flaps in first graders (up to 6.9 years), second graders (up to 7.7
years), and fourth graders (up to 9.6 years). They also found a <d> bias
overall, but there were differences across the cohorts: <d> errors on
words with t-flaps decreased with age. Ehri and Wilce suggested this is
because once children become more experienced with print, they learn
the conventional spellings of flapped words. This explanation is consist-
ent with reports that the importance of phonological awareness declines
with age (Comeau et al., 1999; Wagner et al., 1994).

More recently, the results of a four-year longitudinal study of French-
speaking children (aged 6:6 to 10 years) by Sprenger-Charolles et al.
(2003) suggest that effective phonological processing in reading facilitates
the construction of the orthographic lexicon. This makes sense because
children cannot rely extensively on visual recognition until they have
developed a sizeable orthographic lexicon, so aural experience is specially
salient. In other words, if phonological processing and orthographic pro-
cessing are reciprocally related, early attempts at writing necessarily
involve making links between speech and print.

Treiman’s (1993) study of first graders’ (up to seven years old) free
writing is also relevant here. Their performance was better on words
without flaps than on words with flaps, but unlike Ehri and Wilce’s
(1986) children, they made the same number of errors on words with /t/
and /d/ flaps. Treiman’s explanation for this difference was that Grade 1
children had already observed that flaps are often spelled with <t>, i.e.
they had already begun to develop a rudimentary orthographic lexicon
which eliminated the bias towards <d> for words containing t-flaps.

The Flaps Spelling Test

Treiman et al. (1994) subsequently designed the Flaps Spelling Test and
used it to make a cross-sectional comparison of kindergarten children
(6.08 years old), first graders (seven years old) and second graders
(eight years old). The test is a forced-choice task that simply requires
children to write either a <d> or <t> in a blank space within the target
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word which is spoken in context. It comprises five words with t-flaps (e.g.
‘city’), five words with d-flap words (e.g. ‘lady’), and five control words
with a medial /t/ or /d / that is not flapped, e.g. ‘sometimes’). Along with
four practice items, the 15 experimental words were presented on
audio-tape in random order, within a sentence context. With this new
Flaps Spelling Test, Treiman’s results were more consistent with those
of Ehri and Wilce (1986): performance was poorer on flapped words
than control words, better on d-flaps than t-flaps, and performance on
t-flaps improved from kindergarten to second grade.

These changes in performance with age suggest that print exposure
limits the <d> bias, but we wanted to address the related question of
whether the <d> bias is influenced by early linguistic experience. More
specifically, we wondered how the development of phonological aware-
ness, gauged through flaps spelling, might be influenced by home
language. According to Lim (in press), the flapping of /t/ and /d/ also
occurs in the widely spoken colloquial form of English (Singlish), and
almost all Singaporean children are also regularly exposed to American
English through television and computers. For these reasons, we
assumed kindergarten children would readily comprehend flapped
high frequency words spoken in context even if their L1 was not English.

From Rickard Liow and Poon’s (1998) earlier work on bilingual
Singaporean children, we made some predictions about the spelling
performance on Treiman et al.’s (1994) flaps test for the three different
language background groups. First, the English L1/Mandarin L2 chil-
dren’s home language is English, so we could expect to replicate the
results of Ehri and Wilce (1986) and Treiman et al. (1994) and find a <d>
bias in words with t-flaps. However, the teaching methods for reading
and spelling in English are based on visual memory and rote-learned
letter sequences, rather than phonological decoding and encoding
between print and speech. For this reason, our English-LB children
were expected to rely on a rudimentary orthographic lexicon for
reading and have poorer phonological awareness for spelling than unilin-
gual children (see Bruck et al., 1998). If so, the English-LB children’s bias
towards the letter <d> for words with t-flaps might be less pronounced
than that of unilingual children, or more like performance in Treiman’s
(1993) earlier study. Second, the Chinese-LB children (Mandarin L1,
English L2) may be less likely to rely on phonological processing for
English because they speak more Chinese at home and have been
exposed to a logographic script. Although alphabetic pinyin eventually
encourages phonological awareness (Rickard Liow & Tng, 2003) the
Chinese-LB children’s exposure might be too limited in kindergarten to
have much effect on early spellings of English words. Thus for the
Chinese-LB children, performance should be close to chance for all three
conditions (d-flaps, t-flaps and control words) even on a forced-choice
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task. Finally, we expected the Malay-LB (Bahasa Malaysia L1/English L2)
children to have the most well-developed phonological awareness, and
thus bemore prone to <d> bias inwordswith t-flaps. This is because along-
side Singlish, Malay-LB children are exposed to a home language that has
a transparent orthography. Even though the emphasis in Bahasa Malaysia
lessons is initially on CV syllables (see Rickard Liow & Lee, 2004), rather
than single letter-sound correspondences, this phonic training may have
begun to transfer to English spelling. Thus, unlike Caravolas and Bruck
(1993), we predicted that the simple syllable structures of spoken Rumi
would facilitate early spelling in beginners.

To summarise, we expected the Malay-LB children to have the best
phonological awareness, and so for words with t-flaps, they should
show the poorest performance (i.e. more <d> bias), followed by the
English-LB children, and then the Chinese-LB children. On words with
d-flaps and control words, the Malay-LB children might perform better
than the English-LB children; both these groups should perform better
than the Chinese-LB children.

If Treiman et al.’s (1994) flaps spelling test does reveal that English-
knowing bilingual children’s phonological awareness is variable, such
that Malay-LB , English-LB , Chinese-LB for t-flaps, Malay-LB .

English-LB . Chinese-LB for d-flaps and control words, then the free
spelling ability and oral proficiency of the three groups would also be
of interest. To assess these, we administered a standardised spelling
task, and collected data on auditory vocabulary for each child’s reported
first and second language.

Experimental design and test administration

Treiman et al.’s (1994) 15-item flaps test comprises three types of word:
those with t-flaps, those with d-flaps and control words. Two words from
the flaps spelling test were changed because they were thought to be
outside the vocabulary of kindergarteners in Singapore: ‘quarter’ and
‘meadow’ were changed to ‘water’ and ‘tidy’ (see Appendix 1 for a
copy of the answer sheet) and all the experimental words were flapped
when dictated. We also administered Schonell’s (1961) spelling test (100
words arranged in order of difficulty, with norms for UK children from
five to 14 years) and a multilingual version of the British Picture Vocabu-
lary Scale (MPVS, see Rickard Liow et al., 1992, for details). With the
consent of the kindergarten principal and the children’s parents, a total
of 80 native Singaporean kindergarten pupils (aged 5–6 years) who
were attending a government kindergarten in Singapore took part: 29
were Malay-LB, 21 were Chinese-LB, and 30 were English-LB. The
language background of these children was first determined using
responses to a questionnaire (see Rickard Liow & Poon, 1998, for
details) and then verified with the MPVS vocabulary scores. The mean
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age of the 80 children was 5.62 years, SD ¼ 0.27, (Malay-LB M ¼ 5.60
years, SD ¼ 0.22; Chinese-LB M ¼ 5.61 years, SD ¼ 0.29; English-LB
M ¼ 5.64 years, SD ¼ 0.31). A one-way ANOVA showed that the three
groups were not different in age (F(2, 79) ¼ 0.13, p ¼ 0.877).

All testing sessions were conducted during normal school hours in a
quiet room by the first author. The language background question-
naire was administered individually to all second year pupils in the
kindergarten to exclude those with languages outside the scope of the
study (e.g. Tamil speakers), and to allocate all the remaining children to
one of the three language background groups, i.e. Malay-LB, Chinese-
LB and English-LB. The classes were then divided into small groups
with 5–7 pupils in each. At the start of each session, the children were
informed and assured that the testing would not contribute towards
their official term grades. The first group session involved the Schonell
spelling test, which was discontinued after 10 consecutive failures, and
the 75 MPVS vocabulary items in the child’s reported L1, whilst the
second group session involved the flaps test (n ¼ 15 words with five
t-flaps, five d-flaps, five control words, as well as four practice trials)
and a further 75 MPVS vocabulary items in the child’s reported L2.

The procedure for the Schonell spelling test was unchanged (see
Schonell, 1961) but, along with the flaps spelling test items, the target
words were tape-recorded using the same female voice (RP). For each
flaps test item, the number of the word on the answer sheet was
spoken, followed by the word itself after two seconds, and then the
word in a context sentence after five seconds, and then the word by
itself again after 10 seconds. This provided ample time for children to
put a circle around the <t> or <d> after listening to the target word
three times.

Results and discussion

Before analysing the flaps spelling data, we re-confirmed group allo-
cation using the MPVS vocabulary test scores for each child’s L1 and
L2, and tested for differences between the language background groups
for English vocabulary and Schonell spelling ability. The results of a
one-way ANOVA for English vocabulary scores showed that there
was a significant difference between language groups (F(2,79) ¼ 5.69,
p ¼ 0.005), and post hoc tests established that the English-LB children’s
scores were higher than those of both the Chinese-LB children
(t(49) ¼ 2.63, p ¼ 0.011, d ¼ 0.71) and Malay-LB children (t(57) ¼ 2.98,
p ¼ 0.004, d ¼ 0.73). For this reason, we included English vocabulary as
a covariate in the subsequent flaps test analyses. Similarly, a one-way
ANOVA on the raw scores for the Schonell spelling test showed a signifi-
cant difference between language groups (F(2, 79) ¼ 3.62, p ¼ 0.03), and
tests established that the English-LB children (M ¼ 4.53; SD ¼ 7.29)
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performed better than the Malay-LB children (M ¼ 0.41; SD ¼ 0.91),
(t(57) ¼ 3.02, p ¼ 0.004, d ¼ 0.74) but there were no differences between
the Malay and Chinese-LB children (M ¼ 2.67; SD ¼ 7.41), (t(48) ¼ 1.63,
p ¼ 0.110), nor between the Chinese and English-LB children
(t(49) ¼ 0.89, p ¼ 0.376). Note that the mean Schonell scores were low
for all three groups confirming that we were looking at beginner spellers,
but spelling ages (SAs) were almost equivalent to British unilingual
norms for their mean chronological age (5 years 7 months: English-LB
SA ¼ 5 years 5 months; Malay-LB SA ¼ 5 years 0 months; Chinese-LB
SA ¼ 5 years 3 months).

For the flaps spelling test, the main measure of phonological proces-
sing, all 15 items were attempted by all the children, and none gave the
same response throughout the test (i.e. all <t> or all <d>). Responses
were scored as either 1 (hit) for correct response or 0 (miss) for incorrect
response (max ¼ 15). As the children had only two spellings from
which to choose (<t> or <d>), we needed to exclude guesses. To check
whether responses differed from chance (0.50), we conducted two-tailed
t tests for each flap-type.

Table 14.1 shows that the English and Malay-LB children were signifi-
cantly different from chance for all three conditions, i.e. these two groups
were not just guessing. The Chinese-LB children were above chance (0.62)
only for words with d-flaps, so we will not discuss their performance on
words with t-flaps or control words. To test whether performance on
t-flaps was Malay-LB , English-LB , Chinese-LB, and on d-flaps
and control words was Malay-LB . English-LB . Chinese-LB, a 3 � 3
ANCOVA was carried out with language group (Malay, English,
Chinese) as the between-participants variable, flap-type (t-flap, d-flap
and control) as the within-participants variable, and English vocabulary
and Schonell scores as covariates. Results showed that both English voca-
bulary and Schonell scores had the same effect across groups, and neither

Table 14.1 Mean proportion correct for the three language groups for
each condition of the forced-choice flaps test (standard deviation in
brackets)

Language
background

Flap-type

t-Flap d-Flap Control

English (n ¼ 30) 0.74� (0.22) 0.80� (0.17) 0.73� (0.30)

Chinese (n ¼ 21) 0.59 (0.23) 0.62� (0.24) 0.62 (0.29)

Malay (n ¼ 29) 0.40� (0.22) 0.60� (0.22) 0.62� (0.23)

�Significantly different from 0.5 (chance) according to two-tailed t-tests
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interacted with flap-type, so we were reasonably confident that
potential confounds were minimal. The predicted interaction between
language background group and flap-type was (borderline) significant
(F(3, 137) ¼ 2.49, p ¼ 0.052, eta2 ¼ 0.06) and one-way ANOVAs revealed
significant differences across the three groups for t-flaps (F(2, 79) ¼
17.27, p ¼ 0.001) and d-flaps (F(2, 79) ¼ 7.99, p ¼ 0.001). Subsequent
t-tests (with Bonferroni corrections) confirmed that for t-flaps the
Malay-LB children’s performance was significantly poorer than that of
the English-LB children (t(57) ¼ 5.96, p ¼ 0.001, d ¼ 1.23), see Figure 14.1.

For words with t-flaps, the Malay-LB children showed the expected
<d> bias, suggesting their spelling is strongly influenced by the phonolo-
gical properties of dictated words. Meta-phonological skills must either
transfer soon after the Malay children start attending Bahasa Malaysia
lessons (cf. Rickard Liow & Poon, 1998), and/or their home language
does affect literacy acquisition, though probably not by the same mechan-
ism that Caravolas and Bruck (1993) postulated for their (slightly older)
Czech children. The influence of phonological awareness was less domi-
nant for the English-LB children, who showed less <d> bias to words with
t-flaps. For words with d-flaps, the performance of the Malay-LB and
Chinese-LB children was significantly poorer than that of the English-
LB children (t(57) ¼ 3.87, p ¼ 0.001, d ¼ 0.91; t(49) ¼ 3.15, p ¼ 0.003,
d ¼ 0.83 respectively). For control words, the three LB groups showed
no difference in performance (F(2, 79) ¼ 1.60, p ¼ 0.209). This is of interest
because data from the Schonell spelling test had already established that
the English-LB group’s use of visual and phonological skills appears to

Figure 14.1 Performance on t-flaps, d-flaps, and control words for each
language group
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assist early whole-word spelling in English, yet differences were masked
on the single letter forced-choice flaps test.

We also conducted within-group analyses of flap-type. For the Malay-
LB children there were differences in performance on flaps
(F(2, 56) ¼ 8.40, p ¼ 0.001, eta2 ¼ 0.23, see Figure 14.1 again) with
d-flaps better than t-flaps (t(28) ¼ 3.81, p ¼ 0.001, d ¼ 0.71) and control
words also better than t-flaps (t(28) ¼ 3.30, p ¼ 0.003, d ¼ 0.61), but
there were no differences in their performance for d-flaps and control
words. Again, this suggests phonological processing prevailed for the
Malay-LB group. In contrast, the English-LB children, who were the
best spellers overall, showed no difference in performance across
t-flaps, d-flaps and control words. The lack of bias for the English-LB
group appears consistent with the view that reciprocal development of
orthographic and phonological processing skills, described by Sprenger-
Charolles et al. (2003), is optimal.

To summarise the results, the Chinese-LB pupils were at chance for
t-flaps and control words, but the main prediction that Malay-LB ,

English-LB for t-flaps was supported. Pairwise comparisons revealed
better spelling performance overall by the English-LB children when
compared to both the Malay-LB (English M ¼ 3.79, SE ¼ 0.16; Malay
M ¼ 2.70, SE ¼ 0.16; t(57) ¼ 5.16, p ¼ 0.001, d ¼ 1.12) and Chinese-LB
children (English M ¼ 3.79, SE ¼ 0.16; Chinese M ¼ 3.05, SE ¼ 0.19;
t(49) ¼ 2.72, p ¼ 0.009, d ¼ 0.73). This pattern on the flaps test was consist-
ent with the small, but reliable, differences in scores on the Schonell test
which has a more representative sample of words. It seems, therefore,
that a combination of phonological awareness and early development
of an orthographic lexicon is optimal for bilingual children learning to
spell English words. Exposure to English (or Singlish) at home is sufficient
for the English-LB children to achieve this balance, although it may be less
readily attainable by beginners with Bahasa Malaysia and Mandarin as a
mother tongue.

Concluding Remarks

A modified version of Treiman et al.’s (1994) Flaps Spelling Test
detected early differences in phonological processing amongst English-
knowing bilinguals attending a kindergarten in Singapore. Perhaps the
most striking finding is that none of the three bilingual subtypes
showed exactly the same pattern of performance as the youngest
cohorts of American unilingual children in Ehri and Wilce (1986) and
Treiman et al.’s (1994) studies. The Malay-LB children’s performance
was closest to that of English-speaking unilingual children. They
showed the typical <d>-bias on words with t-flaps, but they were not
better on control words than words with d-flaps. This heterogeneity in
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the use of phonological awareness, both across the Singaporean bilinguals
and between unilinguals and bilinguals, provides further evidence that
differences in aural language experience (Caravolas & Bruck, 1993), as
well as script exposure (Rickard Liow, 1999; Rickard Liow & Poon,
1998; Rickard Liow & Tng, 2003), can influence the early spelling attempts
of first language (English-LB) bilingual children, as well as the second
language (Malay-LB and Chinese-LB) children. The data we have pre-
sented suggest that a Malay-English bilingual child tends to over-rely
on phonology when spelling English words, whilst the phonological
awareness of an age-matched Chinese–English bilingual child, who is
studying in the same kindergarten, is very limited.

English-knowing Chinese speakers already represent a very large
group of all bilinguals, and the use of English as a medium for instruction
is set to increase substantially in Malaysia and other parts of SE Asia.
Finding ways to optimise second language spelling and reading skills
in these complex multilingual settings presents quite a challenge for
teachers and researchers alike (see Durgunoglu, 2002, for a review).
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Appendix 1

Flaps spelling test answer sheet (with condition shown)

Name: ______________ Class: ______________

Please write the correct letter (t or d) for each word.

Practice Words

_ap t or d _oor t or d

_une t or d _ig t or d

Test Words

ci_y (t) t or d wa_er (t) t or d

bo_y (d) t or d no_ice (t) t or d

birth_ay (c) t or d un_o (c) t or d

some_imes (c) t or d ti_y (d) t or d

mo_or (t) t or d swea_er (t) t or d

un_ie (c) t or d gar_en (d) t or d

la_y (d) t or d un_il (c) t or d

mo_el (d) t or d t or d

Key: (t) ¼ word with t-flap; (d) ¼ word with d-flap; (c) ¼ control
Adapted from Treiman et al. (1994) by changing ‘quarter’ to ‘water’ and ‘meadow’
to ‘tidy’.
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Teaching a Second Language
Writing System





Chapter 15

Different and Differing Views on
Conceptualising Writing System
Research and Education

THERESE DUFRESNE and DIANA MASNY

Introduction

This paper is one of a series on literacy, language, second language
learning, focus-on-form, writing system research and systemic change
paving the way to conduct inquiry and research from a post-structural
position or way of thinking and demonstrating that commensurability
is necessary between systems. Atkinson (2003a, b) and Leki (2003) have
stated separately on different occasions and in their most recent publi-
cations that:

second language (L2) writing has been somewhat undertheorised, not
in terms of developing or debating specific aspects of L2 writing but
in terms of connecting what researchers do to broader intellectual
strands, domains, and dimensions of modern thought and contempor-
ary lived experience. (Leki, 2003: 103)

In this chapter, we view writing system research as being situated within
the broader domain of second language writing.

In choosing post-structuralism, we respond to a plea to try to do more
to explore wider dimensions of conceptualisation and develop broader
theoretical thinking on issues and claims made with reference to
writing systems in general and to second language in particular. The
chapter does this in three ways. The first is through the adoption of a
post-structural conceptual position taken to collect, analyse and interpret
data in second language teaching and learning. The second is through the
use of an educational research lens to examine data that might prove to be
essential when looking at the not-yet well established ‘intersection
between second language writing and second language acquisition’ as
Kubota (2003: 33) states. The third is to conceptually frame the paper
within Dufresne’s theory of knowledge (2002) as applied to learning
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and language learning and within Masny’s Multiple Literacies Theory
(2002).

The argument often brought up about the inability to broach the wide
gap between second language acquisition research and second language
writing research, including writing system research, is that they use
different paradigmatic lenses to focus upon research (Dufresne, 2002).
Since different and differing paradigms are involved in the two aforemen-
tioned research disciplines, ‘questions in one framework make little if any
sense in another framework’, according to Lincoln and Guba (2000: 176).
There is incommensurability between the two paradigms regarding
knowledge. Second language acquisition mainly goes about researching
knowledge as if it were part of the physical world and science, whereas
second language writing research regularly centres on how to go about
knowing about the social world. As Kubota (2003) reiterates in reference
to the two disciplines, while second language writing primarily has a
pragmatic concern for learner performance at a discourse level, much of
second language acquisition research has a focus on competence on the
morphosyntactic level. However, somewhere along the way, the two do
meet. Sometimes this meeting of different research foci and different
research conceptualisations causes a collision, which has recently been
tagged as being a voice of dissent perhaps drowning in the larger sea of
second language acquisition research. At times, second language acqui-
sition research politely tolerates second language writing research by
not silencing it in an attempt to smooth out the ripple created in that tran-
quil sea. At other times, they influence each other given that second
language writing research and second language acquisition research
can be considered as parallel issues. While both areas of research target
some aspect of language, their concerns differ.

In sum, this paper is based upon several premises. The first premise is
that one area of research can contribute to another and that they have
something to learn from one another from time to time. Secondly, different
ways of looking at language in a language learning situation, be it under
strictly controlled laboratory conditions and/or in a classroom, can only
shed more light upon written language, the object under investigation,
thereby giving that quasi-object more substance as more is learned
about second language learning. Research should thereby lead to a
deeper understanding of what takes place when a student attempts to
use a writing system that is other than what the student would consider
to be hers/his. Moreover, it should enable all second language researchers
to reflect upon what they actually do when the focus is on product alone
instead of process and what kind of knowledge is being generated by the
research conducted.

With regard to the lenses used in this paper, in addition to looking at
data through Masny’s Multiple Literacies Theory (MLT) (2002), second

376 Teaching a Second Language Writing System



language acquisition and second language writing (i.e. teaching and
learning of a second language) are examined through the effects of
focus-on-form and Dufresne’s theory of the Telling Maps (2002). Long
and Robinson (1998) define focus-on-form as an occasional shift of atten-
tion to linguistic code features by the teacher and/or by students that can
be triggered by perceived problems of comprehension and perception
that occur in a classroom situation. In this way, focus-on-form can be
classified as a form of consciousness-raising that makes one become
aware of some aspect of the target language. It can also be considered
as dealing in part, though not exclusively, with writing systems since
focus-on-form could refer to ‘a set of visible or tactile signs used to rep-
resent units of language in a systematic way’, as in the definition of a
writing system given by Coulmas (1996: 560). The caveat is that a
student must first have a general understanding of what has been said
and/or written.

Because oral and/or written comprehension are the bases upon which
focus-on-form depend, an exemplar has been selected from data taken
from a second language student learning French in an immersion class-
room in Canada. Within the selected setting, all students understand
the teacher and are able to read French quite independently. However,
the rate of freedom from error for all students in the classroom is high,
making their attainment of accepted established target language norms
in the French language system low.

A second exemplar has been taken from a longitudinal study docu-
menting ways of becoming through a lens of second orthography,
language and literacy in Gujarati and English in England.

Paradigms

A paradigm can be defined as a deeply held shared system and set of
beliefs among stakeholders regarding how to go about doing something
like teaching, learning and research. In other words it is a set way of
thinking that dominates actions and ways of learning about the world.
According to Guba and Lincoln (1994, 1998), a paradigm is made up of
three interrelated but separate parts. These are its paradigmatic ontology,
epistemology and methodology. The nature of reality and truth are the
focus of ontology. How we come to know the world and the relationship
between the knower and what can be known are encompassed in
epistemology. At issue in methodology are the specific ways in which
we gain knowledge. In other words, a paradigm deals with con-
ceptualisation, which creates a way of thinking and a belief-system that
influence actions and decisions. For example, in second language research
more often than not, ontology, epistemology and methodology are con-
sidered as being one and the same. The emphasis is on how to go about
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conducting research, the controls that must be imposed upon it and its
research validity and that it is value-free. In a recent issue of TESOL
Quarterly (2002, Volume 36, number 4) for example, 80% of the articles
were quantitative in nature. The articles had an introduction, a review
of the literature and then moved into methodology, with a focus on
data analysis, results and their interpretation. The issue of ontology and
epistemology was not brought to the fore. When language is researched
as a science, the positioning of ontology (knowledge) and epistemology
(what can be known) is intrinsically wrapped up in the way research is
and must be conducted (methodology). It is from methodology that
knowledge and what can be learned is captured and understood. Quan-
titative methods are favored instead of qualitative methods; the former
are considered as being scientific. This paper has no intention of revisiting
the paradigm wars that were launched, fought and won in other disci-
plines (see for instance Donmoyer et al., 2000). In fact when there is
nothing beyond methodology in research, both qualitative and quantitat-
ive methods actually form part of the same general belief system. At issue
are the limitations and consequences that these conceptualisations and
paradigmatic beliefs have on research on second language writing
which includes language teaching and learning.

In short, a paradigm signals a worldview, a relationship between the
knower (the individual), forms of knowledge and how they intersect in
space and time. For many years, if not decades, the field of second
language learning viewed the world through the lens of a binary mode
(literacy/illiteracy; correct/incorrect, acceptable/unacceptable . . .) within
positivism and post-positivism. This worldview is often referred to as the
received mainstream view – an account linked to logical empiricism.
Schwandt (2000: 196) informs us that: ‘Logical empiricism worked from
a conception of knowledge of correct representation of an independent
reality and was/is almost exclusively interested in the issue of establish-
ing the validity of scientific knowledge claims’. In other words, these
paradigms aremainly concerned with the rational reconstruction of scien-
tific knowledge. As such, the received view has acquired tremendous
legitimacy. These methodologically driven paradigms derive their
traditions from the natural sciences with their desires for replication,
laboratory-like controls and results that can be generalised and have uni-
versal appeal.

Post-structuralism

The subject of post-structuralism is to conceptualise, to reconceptualise
and, in reference to the topic of this paper, to examine underlying edu-
cational and research tenets. These might be considered as philosophical
issues but they form the bases and belief tenets upon which research is
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conducted. As such, they must be part of a look at the inner workings of
any paradigm including research in general (Lather, 2000; St. Pierre,
2000a, b) for they influence language learning, language education and
all aspects of language acquisition research. Within this framework, the
definition of a concept is paradigm-specific. For example, the concept of
literacy within post-positivism is taken up differently from how it
would be taken up in post-structuralism. The concept of literacy would
be taken up in post-positivism as a question related to literacy/illiteracy
and related issues. In post-structuralism, literacy would be focused on
processes of literacy and how reading the word and the world would
influence the reading of self for example. In sum, post-structuralism
brings about a critical reflection upon the dynamics of structure or struc-
turalism (Payne, 1997).

What then is a concept? A concept is defined in situ and in relation to
and with other concepts that intersect with it and with which it interferes.
Findings in neuroscience regarding context and hemispheric specialis-
ations support this in that, as Wolfe (2001: 46) explains, ‘Our understand-
ing of what we read or our comprehension of what we hear depends on
the context in which it occurs and it is the right hemisphere working in
concert with other areas of the brain that decodes the external infor-
mation, allowing us to create an overall understanding of what is said
or what is read’. This cannot be ignored when researching second
language writing systems. New knowledge introduced upon an estab-
lished how the world works and how it should work is like trying to fit into
a new pair of shoes and thinking that they should be as comfortable as
the old pair that must be discarded. It is uncomfortable and has a good
chance of being rejected.

Following along the same lines, another characteristic of a concept is
consistency. A concept organises heterogeneity and reorganises hetero-
geneity into the sameness and distinctness of its formerly heterogeneous
elements. We do not like instability.When a student is presentedwith new
knowledge through focus-on-form, for example, there could be an
attempt to organise and reorganise that other knowledge to fit. Under
these circumstances, this attempt causes the system to seek to regain
and maintain the stability it had and has lost through the introduction
of new knowledge.

In speaking of organisation in neuroscience, Wolfe (2001: 104) states
that: ‘One of the most effective ways to make information meaningful is
to associate or compare a new concept with a known concept, to hook
the unfamiliar with something familiar so the brain can organise that
information’. This is not a traditional statement involving something
like prior knowledge of a verb tense in French or restructuring. It
implies that the experiences of the student as a whole can and must
be tapped in order to support writing ability. It also implies that the
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one-to-one correspondence sought between teaching and learning in the
transmission paradigm traditional in teaching is nothing more than
information and that a distinction must be made between learning as
knowledge and learning as information gathering.

For the last characteristic of the definition of concept, May’s (1994)
interpretation is retained. May (1994: 35) states that: ‘A concept must be
understood as a productive force that reverberates across a conceptual
plane in that field or system’. As such, a concept is paradigm-specific. It
is very powerful in framing what we know, what we can know and
how we can go about imparting knowledge and assessing knowledge.
It also determines the importance of knowledge and assigns a norm to
that knowledge. Within this definition, a concept condones, sanctions,
overlooks, forgives, silences, informs and misinforms.

In sum, concepts are used in different ways not only across disciplines
but also within disciplines. There is a proliferation of meanings assigned
to concepts taken up by many disciplines: applied linguistics,
psycholinguistics, anthropology, sociology and cultural studies, just to
name a few. The proliferation of meanings assigned to a concept calls
for an examination of conceptual frameworks that situate a concept.
Conceptual frameworks cannot be created without understanding
paradigmatic contexts.

As a result, there is considerable debate and chaos with regard to mul-
tiple meanings assigned to a concept. Chaos and complexity are trade-
marks of post-modern science. These forms of science, asserts Dufresne
(2002: 134): ‘are not interested in traditional problem-solving. They
focus on the unknown and the impossibility of defining initial conditions
thereby defying any possibility of relying on rational explanation to
explain an observation’. This paper situates itself within the boundaries
of post-modern science and explores an alternative paradigm that
might prove to be valuable to research. In other words, this paper recon-
ceptualises problems related to second language learning, writing
systems and literacy and it does so using a non-traditional paradigm.

Teaching–learning Paradigms and Second
Language Acquisition

When Schmidt (1993) referred to applied linguistics and the possible
role that consciousness (focus-on-form is part of this) might play or be
allowed to play in research, he was dealing with conflicting paradigms
and reminded us that: ‘Deeply held philosophical beliefs often colour
our positions so that there is the widely held belief among second
language researchers that introspection is unreliable and that subjective
data thus elicited is not the domain or realms of science’ (Schmidt,
1993: 220). He pointed out that this point of view was inherited from
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behaviourism and that it had far-reaching implications even for
non-behaviourists.

With this statement second language acquisition and teaching and
learning a second language not only form parallels but intersect. The tra-
ditional teaching-learning paradigm is based upon closely intertwined
ideas of social efficiency and scientific management. Social efficiency
links to theories of hereditary differences whereas scientific management
is related to associationist and behavioural learning theories which may
or may not be commensurate to one other. Pressures exerted by these the-
ories, according to Shepard (2001: 1068), have not spared second language
teaching and learning.

There has been, though, a paradigm shift in education in certain areas
of Canada and the United States (Dufresne, 2001). Traditional teaching-
learning paradigms are being replaced, as exemplified by the Quality
Paradigm Shift in Education from the Alaska Department of Education
(Bonsting, 1995) and the new programme published by the Minister of
Education of Québec (Ministère de l’Éducation du Québec, 2001).

Many of the new paradigms are considered as a form of constructi-
vism, constructionism and/or socio-constructivism in that they espouse
a theory of knowledge where learning and meaning-making are con-
structed by the learner who is the primary agent of the action of learning.
As Schwandt (2000) reiterates, humans do not discover knowledge or find
it, they construct or build knowledge. Moreover, this knowledge is added
to and modified according to experience. Linked to French Immersion, a
student becomes more proficient in the language through the experience
of learning in the target language. Knowing is not merely the ‘impression
of sense data on the mind of the learner. Rather the mind of the learner is
actively engaged in making use of impressions at the very least forming
abstractions or concepts’ (Schwandt, 2000: 197). In this framework, the
learner tries to make sense of experience by continually testing and mod-
ifying constructions in light of new experience and what the learner
knows of how the world works.

As a result, focus-on-form and its use as a language learning and teach-
ing tool seldom occur in subject areas that are taught in French in an
immersion setting. An example is a subject like mathematics which is
taught in French. In classroom observations performed to date, the
freedom from error sought is freedom from mathematical error in basic
operations. It involves the application and development of mathematical
thinking rather than freedom from language errors.

Focus-on-form, however, still continues to be used in French literacy
classes within immersion programmes. To date, a paradigmatic shift
has not affected its use as a language teaching-learning tool within the
teaching of French as a subject in an immersion programme. Concep-
tually, focus-on-form and a definition of literacy as decoding/encoding
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belong to the traditional paradigm of teaching-learning. The paradigm is
one that involves transmission of language information done very often
by a teacher. There is a hope attached to it that somewhere along the
way, a student will reach targeted norms, achieve accuracy and develop
a relative freedom from error through correction in oral and/or written
forms using a binary mode like that of a right answer and a wrong
answer. Conceptually, what can be known is thought of in terms of
correct/incorrect. In other words, there can only be one form of knowl-
edge taken up by the student and this knowledge is thought of as
teacher-controlled and controllable by the teacher. Process has little or
no importance in this paradigm. In learning, the student is rewarded
for being right and penalised for being wrong.

Moreover, when focusing-on-form, both second language acquisition
research and research on second language writing within this traditional
paradigm centre on the product, norms of correctness and, to a lesser
degree, norms of acceptability when it comes to establishing the binaries
upon which a judgment will be formed by a researcher. In this way, norms
must serve as frames of reference in judging grammaticality as well as
acceptability of their foci, be it on the level of discourse, the phonological
and/or the morphosyntactic level, for example. More often than not, the
primary source of this normalisation is the native speaker and the
second language learner is judged according to how well s/he has
reached this norm of freedom from error and/or conversely how far
away s/he is in reference to the established norm. The language data
may be collected in a strict laboratory setting and/or a classroom depend-
ing upon the foci.

The research on focus-on-form that took place in the 1990s was also
greatly influenced by the same type of thought. Here we are referring
to the work done in Canada on input enhancement and second language
question formation (White et al., 1991), adverb placement in second
language acquisition (White, 1991) and timing in focus-on-form
(Lightbown, 1998) for example. This shared conceptualisation drove
the research on focus-on-form and other research on ‘consciousness
raising’.

In contrast, the deep-seated change in learning theory (constructivism)
that is presently occurring worldwide involves a reformed view of
language learning. As part of constructivism, learning to write is situated
and it is considered and assessed as part of a process. At its bare
minimum, learning cannot be understood apart from its social context
and content. The paradigm can be looked at as a growing-continuant
involving processes. Very little is known about the learning continuant
processes and the resulting exchange of information that could lead to
knowledge. We do know that these processes cross and traverse disci-
plines and fields (Masny & Dufresne, in press). Product is field-specific.
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It is judged according to its correctness, i.e. the mechanics of writing. In
contrast, the learning processes and knowledge-building are not
field-specific. They involve the development of thought and would be
evaluated according to this development, i.e. learning how to write/
content – the act of writing. The paradigm is based upon ontology
(knowledge: truth and reality; reality is constructed) and epistemology
(what can be known about how students learn in general, and that
applies to second language learning as well). The result is that method-
ology (how to go about creating knowledge, researching) focused only
on product is put into a position of secondary importance. In other
words, the paradigm deals with a deep-seated change in learning
theory. It involves a reformed view of learning and knowledge-creation
that very often has longitudinal continuant processes as its foci. The
emphasis is on authentic writing situations using longitudinal exemplars
of student writing which will eventually create a process norm. A
student’s writing process is documented and assessed using descriptive
rubrics arising from student exemplars which serve as raw data for
example.

What happens on a regular basis throughout the longitudinal docu-
menting of a student’s language learning in a French immersion
setting? Is the introduction of error correction through focus-on-form
effective? If it is, just how effective is it and under what circumstances
would allowing a writing system to reorganise itself toward correctness
work? Are there factors that have been overlooked when the world of
the teacher and the world of the student collide?

The murkiness: When worlds collide, do writing
systems re-organise?

To reflect upon these questions, let us move into learning to read
French through an English lens. The two languages have differing
writing systems and they divide time and space quite differently. What
can happen when different and differing worlds, those of a French
teacher and those of an English student learning French, collide in a class-
room concerning focus-on-form, freedom from error, the seeking of accu-
racy in a second language and the use of correction using the same script
but different orthographies?

The vignette that follows will serve as a data sample to address this
question. It is taken from observational data collected during a pilot
study in preparation for a longitudinal study. The study was conducted
in an early French Immersion program in Canada. The pilot study
involved videotaping four Grade 4 participants during four French
classes over a two-week period. Because of an impending work-to-rule
by the teachers, only two of the participants were included in the pilot.
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The videotapes were used as a trigger as well as a record of what had
taken place in these classes. Students were asked to find a place on
video where they were featured and to answer questions as to what
was going on during the class and address the corrections that had
been forwarded either by the teacher or by other students. The teacher
used various techniques including focus-on-form in order to make her
students conscious of correctness in French. Most of these were used
during the French class rather than the classes that were held in French
like maths and social science.

French Immersion students were reading, drawing and writing about
bears (les ours) in class. The conversation between student and teacher
took place in French.

The teacher-directed conversation turned to whether a bear could
shovel snow or not.

In response to the teacher-asked question: Do you know what
shoveling means?

Andrew, one of the students, made shoveling motions with his arms.
The teacher then asked what he was doing with the snow.
The answer from the student was that you shovel (it).
Pushing the issue further, the teacher asked Andrew what he did to

the snow when he shoveled it.
Andrew’s response was that you threw it.

The teacher then repeated what Andrew had said and told him that
you take the snow away, and that it was a very good answer. She told
Andrew that he was right, that a bear did not need to shovel snow,
thanked him and called on another student.

It was at this point that the two worlds, that of Andrew and that of the
teacher, started to collide.

Andrew pointed to the picture in the textbook, held up his writing
workbook and interrupted her saying that sometimes a bear needed
to shovel.

The teacher retorted that they were talking about bears and repeated
‘if you were a bear’ to Andrew indicating that bears do not shovel
snow, people do.

Not to be dismissed, Andrew raised his voice and insisted that
sometimes it was necessary for a bear to shovel.

The teacher repeated ‘sometimes’. It was a statement and not a
question asked of the student.

Andrew answered in the affirmative as if it had been asked as a
question.
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The teacher repeated the affirmation after Andrew and went on to
state that she did not know that ‘a bear had to shovel sometimes’. She
asked Andrew to think about it and then to tell her how a bear would
have a need to shovel and then she pointed to the bear in the book to
make certain that they were actually talking about the same thing.

Andrew, ever persistent, insisted that a bear would need to shovel in
order to go out and find food (‘pour chercher et manger’).

The teacher then came back to the subject and asked him whether this
would be done with a shovel (‘avec une pelle?’).

Andrew had to admit that it would not (‘non’).
The teacher repeated his negation, told him they would discuss it

another time and went back to the book informing students that they
would find out what a bear does in winter for the rest of the allotted
time and to complete the written exercise on bears.

In French, the use of the verb ‘pelleter’ is very specific unless used
metaphorically. It is an action accomplished with a shovel. For Andrew,
in English, shovelling is an action that can conceptually be undertaken
without a specific tool like a shovel. He was thinking and using English
and trying to convey the English notion of shovelling to his teacher. In
English, a bear can use its paws to shovel or dig. A bear can remove
snow from the entrance to its cave, for example. This was not evident
in the exchange that took place and neither Andrew nor the teacher
was able to grasp the nuances behind shovelling as it is usually used in
the two languages.

Andrew had been focusing on form but he was not focusing onwhat the
teacher was trying to convey. Moreover, there is evidence that while
Andrew had initially given the right answer, his level of knowledge con-
cerning shovelling in French does not mesh with his understanding of sho-
velling in English. Neuroscience states that experience(s) and prior
knowledge form networks in the brain (Wolfe, 2001). Information that fits
into an existing network has a better chance of being retained and accepted
than information that does not. Andrew was trying to fit ‘pelleter’ into his
knowledge while the teacher had her own world with which to contend.

The story does not end there. Having witnessed the incident and
viewed the videotape several times, the researcher (T. Dufresne) was
well aware of the events that had taken place. As part of a linguistic
pilot study at the time, she wanted to discuss interpretations of the
word ‘shovel’ and its differences in English and in French to see if there
was any correlation with Andrew’s interpretation. That was not to be,
for in the interview that immediately followed the class, Andrew
avoided the question of shovelling altogether. The interview was held
in both French and English.
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When asked to explain either in English or in French or in both
languages what he had seen in the video concerning the story cited
above,

Andrew told the researcher: ‘they had been talking about bears and
why they wanted to be a bear and she (referring to the teacher) wanted
to know: c’est quoi pelleter? (What is shoveling?) and so I was trying to
answer . . . answer the question’.

When asked what he had said, he responded: ‘J’ai dit comme une
pelle que tu lances (Like a shovel that you throw)’.

When the researcher asked Andrew what the teacher had said, he
shrugged his shoulders and he called an end to that interview.

There is cause for reflection at this point. Were Andrew and the
researcher communicating about the same thing? Andrew had provided
a slightly different twist to the events and, moreover, he had shifted the
power to his corner perhaps indicating that he had grasped the concept
that in French, one has to use a shovel to throw snow (‘comme une
pelle que tu lances’). Since Andrew had called the interview to an end,
the researcher was unable to verify any interpretation assigned to the
events. In any case, one thing that was ascertained was that Andrew
was not seeing the video in the same way as the researcher. The interpret-
ations of that video were commensurate with what had taken place in the
first interview.

Three days later, at Andrew’s request, the researcher again met with
Andrew. He indicated that he would not mind seeing that particular
section of videotape once more. This time Andrew decided that the inter-
view was going to take place in English. They viewed the same section of
video and after talking a while about other things than what he had seen
on the video, the researcher asked him once again to describe what he had
just seen. Andrew replied that: ‘what I had been doing was in my head
cause I do a lot of shovelling and my Dad talks to me in French about
shovelling so I knew what it was’.

When the researcher inquired as to whether the teacher understood
what he was trying to say, he replied in the affirmative. The researcher
then asked him to explain what he had told her and at that point he
said that he wanted to re-view the video because he could not remember.

After viewing again, Andrew informed the researcher that: ‘it was
because they were talking about shovelling so what I did was to try
to remember last year shovelling my neighbor’s walkway . . . and I
was trying to answer the question’.

The researcher then asked him what particular question he was
answering.
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His response was: ‘Est-ce que le . . . Does the bear have to shovel?’
When asked whether he was able to say the same thing in French,

Andrew’s response was: ‘Est-ce que �le ours �besoin de pelleter?
(Does a bear need to shovel?)’.

The researcher then inquired: ‘Et puis, est-ce que l’ours a besoin de
pelleter? (And so does a bear need to shovel?)’.

His answer was a definite no.
The researcher asked Andrew to explain why not and he responded:

‘Parce �que il �dormi tout le . . . tout l’hiver (because it sleeps all
winter)’.

When asked: ‘Est-ce que des fois l’ours, il pellette? (Does a
bear sometimes shovel?)’, Andrew again replied, ‘Non, jamais. (No,
never.)’

Have different worlds collided on several planes and on different levels
in this vignette? There was a conflict in relation to Andrew and the teacher
as far as the factual content of Andrew’s utterance was concerned. More-
over, the teacher contested the grammaticality of Andrew’s utterance
while Andrew did not seem to have grasped this even later in the
week. There had been explicit correction by the teacher on at least two
levels and possibly even implicit correction on other levels as well.

In sum, the kind of learning that is going on and how it is happening
cannot be ascertained, according to Dufresne and Masny (2001). It was
obvious that Andrew had not grasped the fine points of the use of the
verb ‘to shovel’ in French when first videotaped. After that we cannot
be certain, although he uses the verb with no difficulty. He certainly
had grasped some of the distinction but in the first interview he refused
to admit that he had. He also refused to discuss the teacher’s reaction
and her correction of the point he was trying to make. It is only much
later that same week that Andrew seems to have come to terms with
the video and he introduces new elements that are not on the video but
which he states were present in his head at the time it was filmed. In
addition, he is very definite in French about the fact that a bear does
not shovel nor does a bear ever need to shovel. He has told the researcher
in no uncertain terms that he knows what shovelling is because he shovels
snow with his father.

Andrew was faced with a sort of language paradox. Conceptually, he
knewwhat shovelling was; what he did not know at the time of the video-
taping in the French class was that the concept of shovelling has a seman-
tic field that is much narrower in French than it is in English. He seemed
to progress toward the notion at times during different interviews but at
the end he resolved it by saying that a bear never needs to shovel and he
left it at that.
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The vignette presented seems to support the fact that there are many
different and differing ways by which problem solving, problem
solving situations and the tasks associated with problem solving can be
perceived. This is conveyed, in part, through language. In the light of
what we now know from research in neuroscience (according to
Sylwester, 2002), having a student deliberately focus attention on any-
thing could possibly enable that student to learn as long as that infor-
mation somehow matches information that is already stored. In this
way, the student can make sense of the information and meaning-
making can occur.

Beyond the word, there is a world and that world is imparted through
language, in part. Andrew was the recipient of that world through the
word but there is also a possibility of interpreting this as Andrew’s
becoming part of that world and word as a result of the will to power
through text, as Masny (2001, 2002) explains in Multiple Literacies
Theory (MLT).

There are good indications in the vignette that while Andrew had not
grasped the significance of the French shovelling in detail, he was well on
his way to allowing the French conceptualisation of shovelling to enter his
world. In this way he was touched by text, its imposition and by a concep-
tualisation involving a division of time and space that was not his own but
that he seemed to have come to accept at least concerning bears.

Needless to say, situated within the educational framework in which
this occurred, the approach taken in the teaching of French using focus-
on-form within the immersion program was not only conceptually trou-
bling, but the two frameworks were incommensurate. The teacher used
a transmission model of correction and students were expected to take
up the correction.

What happened in the class between the teacher and Andrew involved
paradigmatic differences. It also dealt with effectuating a systemic change
through reading, writing and an oral discussion that arose out of the two.
As Truebu (2001) states, these distinctions should not be set aside as trivial
for they make a world of difference. Through the lens used in this chapter,
Andrew is focusing-on-form which is the occasional shift of attention to
linguistic features either by the teacher and/or by students that can be
triggered by perceived problems of comprehension and perception that
occur in a classroom situation (Long & Robinson, 1998). The situation
demonstrates that while there is a link between teaching and learning,
there is an uncontrollability factor that is involved. There is a gap that
exists between the two. Through correction, it was possible for experience
through the word and world to intrude upon what Andrew knew of the
world and how it worked. It interacted and connected with this knowl-
edge and possibly troubled that knowledge base. This caused a systemic
rupture and there was most probably mediation that took place with what
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Andrew knew thereby changing his knowledge of how things work and
should work.

How did the type of consciousness-raising used through focus-on-
form enable Andrew to do that? There was resistance to the type of
knowledge Andrew was trying to acquire. The resistance disrupted
what Andrew thought he already knew about a bear shovelling. Focus-
on-form has the ability to open the closed spaces or aporia (Derrida,
1996, 1998) by first creating doubt (Dufresne, 2002). However, there is
resistance to change and other knowledge until there is a reaffirmation
of how things work and correctness assigned as to how things are.
Once Andrew was able to go through this, there was a possibility that a
new link and new knowledge involving change could be made thereby
enabling knowledge to become other than what it was. This type of
knowledge, which is absolutely necessary in learning a language, is
much more than information gathering and simple processing. Rather,
learning engages selection processes involving an exchange of infor-
mation which have the potential to intervene and reorganise systems
and, in the case in question, it causes and enables language learning to
occur.

Language learning goes beyond looking at lexical items, grammar,
punctuation, mastering linguistic strings and syntax. It must also be
able to reflect the conceptual framework involved in the target language
behind problem solving within situations and contexts that respect the
worldview of that target language. It must enable a student to link,
explore, focus and work within this paradigmatic framework and to do
so in a ‘safe’ atmosphere. The data that follow demonstrate what
happens when a student is allowed to do just that.

When worlds collide: Learning to write in a second
orthography and a different script (Gujarati-English)

These data, taken from Kenner (2000), explicate how a student explores
orthographies and scripts within a theory of Multiple Literacies (Masny,
2002), which is situated within a post-structuralist paradigm. Within
Multiple Literacies Theory (MLT), events (that is, ‘creations . . . selected
and assessed according to their power to act and intervene rather than
to be interpreted’, (Colebrook, 2002a: xliv)) take place through different
orthographies and different forms of literacy. Literacy relates to text that
goes beyond the written word. Text can also mean reading notations,
signs and symbols involving oral, visual and tactile forms.

Text as notations, signs, symbols takes on meaning within a particular
society or a subgroup of that society. That particular social group estab-
lishes its meanings or readings, thereby imposing a constant upon the
writing system. Literacy as a social construct consists of words, gestures,
attitudes, ways of speaking, writing and valuing. In other words, literacy
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refers to ways of becoming in the world. An integral part of MLT is the
processes involved in reading the world, the word and self. An individual
engages in differing and different literacies. Accordingly, as an individual
talks, reads, writes and values, construction of meaning takes place within
a particular context and in situ. This act of meaning construction that qua-
lifies as literate is culturally driven. In addition, it is shaped by the socio-
political and sociohistorical productions of a society and its institutions to
name a few.

Within MLT, the individual is reading the world, the word and self in
the context of the home, school and community (local, national and inter-
national). This entails on the part of the individual a personal as well as a
critical reading. Personal literacy focuses on reading oneself as one reads
the world and the word; it contributes to the shaping of one’s worldview.
It is a way of becoming, based on construction of meaning that is always
in movement, always in transition. When personal literacy contributes to
a way of becoming, it involves fluidity and ruptures within and across dif-
fering literacies.

Critical literacy acknowledges that transformation is taking place.
What remains to be seen is how the transformations happen, how they
get taken up. When reading the world and the word in a critical way,
social, cultural, economic, historical and political values are attached to
literacies. At issue is the question of which literacies link to which
values and in what context. Moreover, critical literacy involves reading
oneself in school, home and community.

Let us consider the school. There is the expectation that children in
school will display school-based literacies often considered literacies of
normalisation. The power of normalisation can seriously challenge an
individual’s reading of self in reading the world and the word in
school. When tensions arise or, as Dufresne (2002) states, when world-
views collide in the individual, transformations take place. The individual
will seek stability in the midst of chaos. The question remains: how will
the learner seek stability when his/her worldview collides with school
norms? Community norms? The individual has moved.

Community-based literacies refer to an individual’s reading of literate
practices of a community. Because community-based literacies appear not
to have the same legitimacy as school-based literacies, they are often mar-
ginalised and called upon in contexts outside the classroom. In this
manner an individual’s reading of the world, the word and self in the
context of home, school and community create opportunities to construct
and reconstruct his or her way of becoming.

School-based literacy refers to the process of communication in reading
the world, the word and self in the context of school. It also includes social
adaptation to the school milieu, its rites and rituals. School-based literacy
emphasises conceptual readings that are critical to school success. Such
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literacies are mathematics, science, social sciences, technologies and mul-
timedia. While these literacies are important for school membership, they
cannot be devoid of links or partnerships with home and community.

In sum, the literacy of a social group is rooted in oral, visual and tactile
forms that are woven into religion, gender, race, culture, ideology and
power. The concept of literacy is actualised according to a particular
context in time and in space in which it operates (Masny, 2001). For this
reason, we refer to a literacy affecting a specific field and literacies
which traverse different disciplines and fields in the reading of the
world, word and self. In short, literacies involve constant movement in
the processes of becoming other.

A case in point is Kenner’s study (2000). Over a period of three years,
Kenner documented the literacy practices of Meera (ages four to seven) as
she engaged in Gujarati and English literacies at home, the community
and school in South London, England. Like English, the Gujarati
writing system operates from left-to-right. Gujarati is a phonemic
writing system with certain diacritic marks showing vowels.

In the following examples, Meera displayed her literacy creations. At
age four at home, she sat next to her mother who is writing a letter in
Gujarati. Meera produced ‘her own wavy-line writing’ and said ‘I am
writing a letter’. At the same time at the nursery, Meera developed her
knowledge of the English writing system. One day, her mother guided
her in copying her name in Gujarati.

Later that day, Meera produced her own set of symbols different from
English and said: ‘It’s Gujarati. It’s my sister’s name’ (Kenner, 2000: 18).
She went on to produce her own symbols which she named Gujarati.
According to Kenner, Meera’s experiences in both literacies occur simul-
taneously and often within the same text. Her environment in the nursery
incorporates the presence of home texts, materials which she has seen
used in the family and community contexts, or which have been
written by her mother on the classroom chalkboard. Her mother is a
regular contributor to the nursery.

Kenner is able to document that Meera’s Gujarati literacy at school
interacts with her development of writing at home. A similar stance advo-
cated byMasny (1995) focuses on ways children engage in multiple litera-
cies at home and in daycare through the presence of and engagement of
literacy artifacts from the home and community.

At age five, Meera said that she does not speak Gujarati. Yet, she still
continues to write Gujarati at school. By age seven, she claimed she can
write animal names in Gujarati, as seen in Figure 15.1. She produced
four lines and wrote the names of three animals. Her first animal
appears on the second line and she wrote kfoxl in English. She then
proceeded to write kfrogl and kelephantl on the third and fourth line res-
pectively and approximates Gujarati orthography. She used Gujarati
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letters to produce English sounds. Within a traditional paradigm, Meera
would be said to be transliterating.

Within a post-structural paradigm, Meera took up these creations and
assessed them according to their power to act and intervene in her life.
Meera used Gujarati notations to represent English words. She applied
Gujarati script to look like English words. How can creating experiences
with writing systems, that: (1) move beyond conventional and normalis-
ing scripts; and (2) create notations, transform Meera’s ways of becoming
a reader-writer? How are the processes of reading, writing, scripts and
orthographies within the home, school and community affecting
Meera? Have these different worlds collided? Meera produced texts and
she is becoming a text influenced by different literacies. In short, Meera
is an effect of continuous investment and reinvestment in family and
school literacy practices. Dufresne (2002: 218) states that: ‘Language, in
this framework, is not a way to carry signs that carry meaning to some
subject who in turn will interpret them in order to get the right or
correct meaning/referent. Rather, language is an event that is productive
that produces speakers/readers/writers and has the potential to do so.
Readers are an effect of language use but they are neither uniquely an
effect of language nor is language touted as being the sole representative
of experience’.

Kenner’s study of Meera’s literacies serves as an entry point for
the emerging complexity of research. There are additional studies
that centre on what the learner is thinking about and reflecting as s/he
is going about learning a second script, be it English, Hebrew
(Mor-Sommerfeld, 2002) or Chinese (Bell, 1995), for example.

What more would Meera’s talk about her language and literacies
reveal? What do learners disclose regarding their encounters with an L2
orthography and a different script? How are these disclosures different
from those made about the L1 orthography and the L1 script? Reading/
writing with a lens of second orthography and a different script signals

Figure 15.1 Meera’s writing of animal names (from Kenner, 2000, with
permission)

392 Teaching a Second Language Writing System



a transformation within the processes of becoming other through invest-
ment of reading the world, the word and self (Multiple Literacies Theory).

Reflections

In this chapter, we have attempted to demonstrate that commensur-
ability is necessary between systems. When these systems are incommen-
surate, as they were in the case of Meera and of Andrew and his teacher,
equilibrium is sought at all costs. This was part of Meera and Andrew’s
becoming other and learning a language that was other. A combination
of things, including the insertion of doubt, caused an aporia, an
opening or gap to form between certainty of how things worked and
how they could work. After this occurred, both Meera and Andrew
could draw the necessary links for other learning to occur and for knowl-
edge to become other than what it was. As Kumashiro (2000: 35), who
draws upon the work of Felman (1995), states: ‘Unlearning one’s world-
view can be upsetting and paralyzing leading to the paradoxical position
of learning and unlearning’.

Perhaps with Andrew, we have encountered what Britzman (1998)
refers to as a resistance to knowledge, which is often a way to repress
what our worldview cannot accommodate. In terms of neuroscience,
Meera and Andrew found nothing to match and to help make sense of
the writing system. In finding nothing, Andrew, for example, wanted to
discard the information and his brain refused to attend to the information
presented. Meera adaptedwhat she knew of one system and tried to make
it work in another. The question is: what would Meera have done had her
adaptation of the Gujarati writing system to English been challenged?
How would she have responded had her reality of how things worked
in English been corrected? Would there have been much difference in
her responses in comparison to Andrew?

Meera and Andrew involved a desire to ignore the incompatibility
between languages. Both tellings can be mapped in what Dufresne
(2002) refers to as Telling Maps. They indicate that there can be resistance
to new knowledge that is deemed as other on the level of ontology. In other
words, new knowledge can cause worlds to collide. It may cause an estab-
lished language system to rupture and destabilise it at the level of epis-
temology. If destabilisation occurs, stability and equilibrium are sought
at all costs. When this happens, there is a good probability that paradig-
matic change will begin to occur. Moreover, the effectuated changemay or
may not be the one that was initially sought.

Is a paradigmatic change in conducting research also not necessary so
that it can be reflective of what we now know about how learning occurs?
Isn’t a research change necessary so we learn more about the processes
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involved in language learning and writing systems within different
theories of knowledge and literacy?

According to Lather (2000), to provoke thought is to trouble the bound-
aries. In both cases cited, through the lens of second language writing
systems, the intention of this paper was to provoke thought about a mul-
tiplicity of literacies theory which conceptually involves reading the
world, the word and self in post-modern times (Masny, 2002) and its
link to Dufresne’s theory of knowledge and learning (2001, 2002). The
paper takes up the thought of: (1) script and orthography as notations,
involving creative processes ever in a state of becoming other; (2) the
learner who seeks constancy and strives for stability at all costs; and (3)
the flow responding to experience(s) which intervenes, thereby allowing
literacy to move beyond, extend, and transform a multiplicity of literacies
so that ‘we create and select not on the basis of who we are but how we
might become’, as Colebrook (2002b: 96) implores.
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Les défis à l’école et au foyer [The written culture: Challenging the
school and the home] (pp. 15–26). Outremont, QC: Les Éditions
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Québec: ACELF; Moncton, NB: Centre de recherche et de développe-
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Chapter 16

Second Language Writing Systems:
Minority Languages and Reluctant
Readers

TINA HICKEY

Introduction

Many language learners are presented with learning a second language
writing system that appears not to diverge markedly from the writing
system of their first language. Rather than having to deal with a logo-
graphic system or learn a new alphabet, these learners find that their
first language literacy maps quite conveniently onto their second
language literacy. However, as Bernhardt (2003) notes, even where the
mapping is convenient, the mere existence of a first language
makes the second language reading process considerably different,
because of the nature of the information stored in memory. Even
languages using the same alphabet can differ in the transparency of
their orthography.

Second language reading cannot be viewed simply as the interaction
between first language reading skills and second language proficiency.
Leloup (1993) and Bernhardt and Kamil (1995), for example, show that
other factors such as motivation to read in the language contribute signifi-
cantly to attainment in second language reading. Teachers are well aware
of the difficulties in encouraging second language learners to read, but
this challenge becomes all the greater when that language is a minority
language, with fewer resources available to the young reader. Here we
will look at the issue of promoting the reading of such a minority
language, Irish, among young English speakers in Ireland.

Irish belongs to the Celtic branch (comprising Irish, Scots Gaelic, Welsh
and Breton) of the Indo-European family, and is thought to have been
brought to Ireland around 300 BC by the invading Gaels. The term
‘Irish’ is used to refer to the Celtic language spoken in Ireland, to dis-
tinguish it from Scots Gaelic. Both Irish and English are official languages
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of the Republic of Ireland. While small Irish-speaking communities exist,
mainly on the western seaboard, most of the rest of the Republic is
English-speaking. Figures from Census 2002 show that approximately
1.57 million persons over three years of age (42% of the respondents to
that question) were recorded as being ‘able to speak Irish’. Of
those, however, only 22% (339,541) were reported as speaking Irish on a
daily basis and most of these (77%) were school-goers (aged 5–19
years). Irish is a compulsory school subject for most pupils from school
entry at the age of four years, and most learn the language as a single
subject. A minority of 25,000 children (about 6% of the total primary
school population) attended Irish-medium primary schools outside
Irish-speaking districts in the 2003–2004 school-year (Gaelscoileanna,
2004). Even in areas officially designated as Irish-speaking, only 33,789
(54%) of the respondents aged over three who reported themselves as
‘able to speak Irish’ in Census 2002 answered that they spoke Irish on a
daily basis.

In this chapter the orthography of Irish will first be described briefly,
and then some of the problems of L2 readers of Irish will be explored.
Issues concerning the materials available for L2 readers of this language
will then be discussed and finally there will be a brief description of a
small intervention study aimed at improving children’s L2 reading by
increasing their exposure to Irish texts.

Irish and Irish Orthography

Irish is a Celtic language with an unmarked order of VSOX (Verb-
Subject-Object-Other). The following description of Irish orthography is
based on Graiméar Gaeilge na mBráithre Crı́ostaı́ (Na Bráithre Crı́ostaı́,
1999), Foclóir Póca (An Gúm, 1986), Ó Baoill (1996), Ó Baoill and
Ó Riagáin (1990), M. Ó Murchú (1977), S. Ó Murchú (1998), Ó Sé (1990,
2000) and Ó Siadhail (1989). The Irish alphabet (adapted from Latin
before the end of the 6th century AD) comprises five vowels and 13
consonants:

< a b c d e f g h i l m n o p r s t u >

and represents approximately fifty basic sounds in the language.
The letters <j, k, q, v, w, x, y, z> are also used in loan words. The
five spoken vowels of Irish can be either short or long, giving ten
sounds, and a length mark (sı́neadh fada) is placed above the vowel
(<á>, <é>, <ı́>, <ó>, <ú>) to indicate its lengthening, e.g. <ba> /ba/
‘cows’ versus <bá> /ba:/ ‘understanding’. Vowels on which no stress is
placed are pronounced as schwa /@/ but this is not represented
orthographically.
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A special script for written Irish was used from the end of the sixteenth
century, in an attempt to represent Irish manuscript writing, since Roman
letters were considered to be too closely associated with English and
Elizabethan domination. However, during the revival movement and
after the foundation of the State in the early 20th century, there was
increasing pressure to adopt Roman type because of its easier availability
and its more ‘progressive’ appearance (M. Ó Murchú, 1977: 284). Even-
tually the decision was made to use only Roman type in primary school
textbooks by 1963.

While the script now used for written Irish is familiar to readers of
English, the orthographical system differs significantly from English,
and has been described by M. Ó Murchú (1977) as ‘bewildering’ to
newcomers. This is in spite of the standardisation that occurred in
the period following independence in 1922, when spellings that dated
from classical Irish (1200–1650) in many cases were simplified to rep-
resent modern pronunciations (Ó Baoill & Ó Riagáin, 1990). In other
cases, however, this standardisation introduced inconsistencies and a
number of other difficulties (see, for example, M. Ó Murchú (1977)
and Ó Sé (1990)).

One of the more ‘exotic features’ (M. Ó Murchú, 1977: 269) of Irish pho-
nology that is expressed in its orthography is the contrast between slender
(palatalised) and broad (non-palatalised or velarised) consonant forms.
Orthographically the quality of the spoken consonant is indicated by pre-
ceding or succeeding it with a slender or broad vowel. The following
examples show minimal pairs of broad and slender consonants, with
the palatalised consonant marked with a following /0/ according to the
norms of Irish phonetic transcription:

<bó> /bo:/ ¼ /buo:/ ‘cow’ <beo> /b0o:/ ¼ /bio:/ ‘alive’
<buı́> /bi:/ ¼ /bui:/ ‘yellow’ <bı́> /b0i:/ ¼ /bii:/ ‘be’

The non-palatalised consonants on the left can be described (Ó Siadhail
1989: 5) as having a weak u-quality, and the palatalised consonants on
the right as having a weak i-quality, but henceforth the convention of indi-
cating palatalisation by /0/ is followed here.

Irish orthography, like Welsh orthography (see Spencer & Hanley,
2003) is more transparent than English, but there is still considerable
variability. Despite the official standardisation of Irish that aimed to
shorten spellings, many words still look longer than their pronunciation
would indicate, often because of the use of spellings from an earlier
period of the language. M. Ó Murchú (1977) noted that Irish orthography
has no parsimonious way of representing diphthongs and he criticised the
decision taken during standardisation to retain traditional spellings for
these words. For example, the diphthongs /au/ and /ai/ can be represented
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in Irish in a variety of ways:

/au/ spelling Irish word containing /au/ Meaning

<a> <am> /aum/ ‘time’
<abha> <abhainn> /aun0/ ‘river’

<leabhar> /l0aur/ ‘book’
<ea> <ceann> /k0aun/ ‘head’
<amha> <samhradh> /saur@/ ‘summer’

/ai/ spelling Irish word containing /ai/ Meaning

<ai> <caint> /kain0t0/ ‘talk’
<adh> <adhmad> /aim@d/ ‘wood’

<radharc> /rairk/ ‘view’
<oigh> <oigheann> /ain/ ‘oven’

A feature of the Irish language is its initial mutations, whereby the start
of words, including verbs, nouns and adjectives, are either lenited (made
more lenis in articulation) or eclipsed (whereby a voiced segment
becomes nasalised and a voiceless segment becomes voiced). For
example, <póca> /po:k./ ‘pocket’, when lenited (e.g. after the first
person singular possessive) becomes <phóca> /fo:k./ and when eclipsed
(e.g. after the first person plural possessive) is <bpóca> /bo:k./. Lenition is
marked orthographically by the insertion of a <h> after the initial stop, fri-
cative or /m/, and eclipsis is marked by the prefixing of certain consonants
to stops and /f/, or of <n> to a vowel. Both lenition and eclipsis change the
pronunciation of the original consonant and result in complex word-
initial consonant clusters that can present difficulties for L1 readers of
English. Thus, readers need to learn the following grapheme–phoneme
correspondences for lenited consonants:

<ph> ¼ /f/ <bh> ¼ /w/ <th> ¼ /h/ <dh> ¼ /�/ <ch> ¼ /x/
<phr> ¼ /fr/

<fh> ¼ /Ø/ <mh> ¼ /w/ <sh> ¼ /h/ <gh> ¼ /�/ <chr> ¼ /xr/

The following are possible word-initial combinations on eclipsed
consonants:

<bp> ¼ /b/ <mb> ¼ /m/ <dt> ¼ /d/ <nd> ¼ /n/ <gc> ¼ /g/
<ng> ¼ /˛/ <bhf> ¼ /w/ <ngr> ¼ /˛r/ <tsr> ¼ /tr/ <mbr> ¼ /mr/

Thus, Irish uses an alphabet that is familiar to English readers, and it
shares some sounds and segments with English, but it also has a different
set of rules to represent different sounds and morphosyntactic processes.
While it is not as deep an orthography as English, it nevertheless presents
the child embarking on Irish reading (the majority of whom have only just
‘cracked the code’ for English) with considerable challenges. A flavour
of the complexity for English readers of Irish orthography is given by
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a humorous writer, Myles na Gopaleen (1987: 263), who presented the
following passage of English following Irish orthographical rules (fairly
loosely):

‘Irish & Related Matters’
Aigh nó a mean thú ios só léasaigh dat thı́ slı́ps in this clós, bhears a
bı́ord, and dos nod smóc bı́cos obh de trobal obh straigein a meaits. It
is só long sins thı́ did an anasth dea’s bhorc dat thı́ tincs ‘manuil
leabear’ is de neim obh a Portuguis arditeitear. [Lamhd láftar]
I know a man who is so lazy that he sleeps in his clothes, wears a beard,
and does not smoke because of the trouble of striking a match. It is so
long since he did an honest day’s work that he thinks ‘manual
labour’ is the name of a Portuguese agitator. [Loud laughter]

Children Learning to Read Irish

In the Republic of Ireland, children fall into three main categories as
readers of Irish:

(1) L2 readers of Irish in English-medium schools. Children start learning
Irish as a single subject from school entry at age four. They begin
reading in English, and the emphasis is on developing oral Irish
skills in the first three years before the inclusion of Irish reading at
age 7–8, in Grade 2.

(2) L2 readers of Irish in all-Irish schools. In these schools Irish is the
medium of instruction from age four. Initial literacy is usually
taught in Irish, the majority’s L2, with pre-reading occurring in the
first year, and a move to more formal Irish reading at the end of
that year or the start of the second year of school (Senior Infant grade).

(3) L1 readers in Gaeltachtaı́ (Irish-speaking communities). In these schools
Irish is the official medium of instruction, but children whose
mother-tongue is Irish are usually mixed with L2 learners of Irish
whose families are English-speakers or who have moved into
their areas. The approach to Irish reading is similar to that in the
all-Irish schools.

Thus, there are children who acquire their first literacy in English, their
L1, and then move on quite soon to read in Irish as well, while others
acquire their first literacy in Irish either as their L1 or as their L2, and
later acquire literacy in English. The curriculum notes that it is expected
that children will generalise the skills from reading one language to the
other, but there tends to be little discussion with children of the differ-
ences between the languages in terms of orthography, and teachers
complain of a dearth of materials with which to present the grapheme–
phoneme rules of Irish to beginners. Thus, even though Irish has a
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more shallow orthography than English, the teaching of Irish reading
tends to be oriented mainly towards reinforcing language items learned
orally, with little systematic identification of regular grapheme–
phoneme correspondences during Irish reading classes, and little use of
phonics for L2 readers in particular.

The Problems of Young Readers of Irish

Research (see for example Oakhill, 1999) shows that successful readers
interact with a text, and are constantly using their knowledge of the
orthography and syntax of the language, integrating the meaning of
words and sentences with their world knowledge in order to comprehend
a text. L2 readers and poor L1 readers are more likely to get tripped up by
the mechanics of reading, and have to spend more time on the lower
levels of processing (Urquhart & Weir, 1998). Research on Irish reading
(Hickey, 1991, 1992) showed some of the problems of young L2 readers
of Irish, such as:

(1) limited reading skills;
(2) limited L2 proficiency;
(3) limited access to resources and low motivation to read in Irish;
(4) limited parental support for L2 reading.

Such problems are outlined briefly below.

Limited reading skills

. Decoding to non-words or to the wrong word category: The decod-
ing of L2 readers is more likely to result in a non-word or the wrong
type of word than is the case in their L1 reading. This is because they
are more dependent on how an individual word looks than on what
meaning they expect in that context. Some examples of decoding to
non-words in the Irish reading of a group of children in Grade 3 are:

[ar an] <tsráid>/tra:d0/
‘[on the] street’

read as <trasid> /trasid/
(non-word)

<feirm> /fer0m/ ‘farm’ read as <federum> /federum/
(non-word)

Examples of decoding to the wrong word class are:

<tharraing> ‘pulled’ /har@˛0/ read as [an] <t-arán> /tara:n/
‘[the] bread’

[ar] <Thiarnán> boy’s name /
hi@rna:n/

read as <tháinig> /ha:n0ig0/
‘came’
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. Decoding to similar words: Less skilled L2 readers may decode an
unknown word as one they do know if it looks similar to it. These
errors again show dependence on how the word looks, rather
than on predicting meaning. For example, the following errors
occurred among children in Grade 3 (Hickey, 1992):

<muintir> /mwi:t@r0/ ‘family’ read as <múinteoir>
/mu:n0t0o:r0/ ‘teacher’

[a] choileán /kwil0a:n/ [his]
‘puppy’

read as <ceol> /k0o:l/ ‘music’

L1 readers andmore proficient L2 readers also make errors, but their
substitutions tend to fit better with the meaning in the text, rather
than depend on a word’s appearance alone. For example, a more
able reader in Grade 3 made the following substitutions:

<seanathair> /s0anah@r0/
‘grandfather’

read as <seanfhear> /s0anar0/ ‘old
man’

<in am> /in0aum/ ‘in time’ read as <in ann> /in0aun/ ‘able to’
(‘it was time to milk the
cows’

read as ‘he was able to milk the
cows’)

. Encoding in English sounds: It has long been recognised that less
proficient L1 readers often encode phonologically and subvocalise
as they read, and this is thought to be an effort to aid memory proces-
sing, since auditory short-termmemory is better in terms of retention
than visual short-termmemory (Crowder, 1976; Muchisky, 1983). The
more difficult the text, the more subvocalisation occurs. Phonological
encoding also occurs in L2 reading (Hatch, 1974; Muchisky, 1983),
but the problem is that it is frequently based on L1 sounds. For
example, the following are some of the English substitutions that
occurred in the Irish reading of children in Grade 3 (Hickey, 1992):

Irish word Correct
Pronunciation

English
substitution

Meaning

<siad> /s0i@d/ <said> ‘they’

<ann> /aun/ <Ann> ‘there’

<féach> /f0e:x/ <fetch> ‘look’

<beag> /b0eg/ <beg> ‘little’

. Slower processing hinders comprehension: Droop and Verhoven
(2003) note that limited exposure to the L2 writing system results
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in weaker word representations and thus to slower and less accurate
reading. The decoding of non-proficient L2 readers is less automatic
because of their restricted knowledge of the grapheme–phoneme
correspondence rules and orthographic constraints of the L2. This
means that the lower-level decoding takes upmore of the processing
time. Even learners with advanced L2 proficiency and good L1
reading skills read differently in their second language than in
their first because their less automatic L2 word recognition skills
impede their ability to focus on text meaning. Some researchers
(Favreau & Segalowitz, 1982; Kellaghan & Macnamara, 1967;
Segalowitz & Hébert, 1990) have found that even bilinguals with
advanced L2 skills read about 30% more slowly in their second
language than in their first. Hickey (1991) found that children in
Grade 3 read aloud in English, their first language, at a rate of 115
words per minute, but in Irish at a rate of only 75 words per
minute. Advanced balanced bilinguals have also been shown
(Favreau et al., 1980) to behave rather like poor L1 readers when
reading in their second language, showing less of an ability to
process words as wholes in their L2 than in their L1, thus accounting
for their slower rate in reading their second language. This slower
reading rate makes it more difficult to extract meaning from texts.
Reading rate is improved by practice, but it is those readers with
the slowest rate who find L2 reading most difficult. The ‘Matthew
Effect’ (Stanovich, 1986) summarises the position of children in
this situation, who do not develop sufficiently automatised decod-
ing and word recognition skills to allow them to enjoy reading; as
a result of the fact that they do not enjoy reading they avoid it,
and thus they are less likely to develop the automatised reading
skills they need to break out of this vicious circle.

Limited language proficiency

There is an extensive literature on the effects of limited second language
proficiency on second language reading, which can only be briefly outlined
here. Learners’ limited L2 proficiency may ‘short-circuit’ the L2 reading
process (Bernhardt & Kamil, 1995; Bossers, 1991; Clarke, 1980) and cause
even skilled L1 readers to revert to less effective reading strategies in their
second language. Verhoeven (2000) showed that the smaller second-
language vocabularies of L2 learners seriously impedes their reading.

Limited access to resources and low motivation to read in Irish

The problem of L2 reading resources involves both supply and use:
while there are fewer suitable texts available in Irish than in English,
even those which are available tend not to be used, because of a strong
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reliance on textbooks for Irish reading. Nor can it be assumed that using
only textbooks overcomes the problem of linguistic suitability: Nı́ Argáin
(1990) noted that the majority of teachers in her study of the readability of
Irish graded readers for Grade 5 believed these books to be too difficult
linguistically. In addition, she found that 68% of the teachers surveyed
believed that the material did not awaken children’s interest and did
not represent their experience.

In a survey of teachers’ attitudes to Irish (INTO, 1985) only 22% indi-
cated that their pupils read Irish books other than their textbooks, and
only 29% reported that they read or told stories in Irish to their pupils.
While these data are not recent, teachers report that these already low
levels of Irish leisure reading have dropped even further in the meantime.
Hickey and Ó Cainı́n (2003) found that over 80% of Grade 2 children sur-
veyed in an English-medium school reported that they never did any
leisure reading in Irish.

The low frequency of Irish leisure reading needs to be set against the
background of low levels of leisure reading in English also. Martin and
Morgan (1994: 90) noted in their study of reading in Ireland (part of the
International Association for the Evaluation of Educational Achievement
(IEA)), that:

In terms of frequency of reading, it seems that Irish children [aged 9
years] read [in their first language] rather less than children in other
countries. This is true of all kinds of reading material, except newspa-
pers . . . The amount of time children spend reading may be linked to
the level of resources for reading that are available in schools, which
is also low in Ireland by international standards . . . Given the evidence
on the strong association between access to reading resources and
reading achievement, improvement in such resources may be a worth-
while and promising approach to encouraging independent reading
and standards of reading achievement.

Thus, research would indicate that the low frequency of English L1
reading and of Irish L2 reading, in addition to limited suitable reading
resources, is likely to impact negatively on achievement in reading
Irish. Fuller (1987) and Martin and Morgan (1994), in reviewing large-
scale evaluations of reading, recommended providing enhanced access
to books in order to improve L1 reading achievement. It is reasonable
to expect that greater access to suitable Irish materials would also have
some positive effects on reading in Irish. Some of the issues concerning
Irish reading resources are discussed below.

Limited parental support for L2 reading

Parents’ support for L1 reading is considered central, and parents’
support for their children’s L2 reading would be equally valuable.
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However, parents may be unable to assist with L2 reading because of their
own limited proficiency in the language. Harris and Murtagh (1999)
found that only 34% of the parents of Grade 6 pupils help with Irish
reading homework (reading and spelling), but about half of those who
do not help cited their own poor level of Irish competence. Most
parents need help and material support before they feel confident to
read aloud to their children in Irish, reflecting their own poor attainment
in Irish reading in school.

Reading Resources in Irish

Leisure reading books in Irish may be:

. international publications translated into Irish;

. written in English locally (i.e. by Irish authors) and translated;

. composed in Irish.

Translations have historically made up a large proportion of Irish chil-
dren’s books, but in recent years there has been growth in the number
of books which have been developed specifically for the Irish market,
though in some cases these may start out as stories written originally in
English (though not published) which publishing houses have then trans-
lated into Irish.

The central problem with translations is that most of the books whose
rights are bought are aimed at native speakers of the original language,
and thus there can be a gap between the interest level of a translated
book and its language difficulty. A significant problem with translating
texts is that the non-indigenous story concepts and constraints of fitting
text around original graphics and layouts can result in the language diffi-
culty of the translated text being greater than that of the original, due to
unfamiliar vocabulary and compression of text. For example, the text to
be translated may contain rhymes, or word play, or may have grammati-
cal features that are considerably more difficult in the translation than in
the original. Some of these issues are discussed in relation to the example
of a translation below.

Oı́che Mhaith, a Bhéirı́n

Can’t You Sleep, Little Bear? is a very popular prize-winning picture
book by Martin Waddell (1988), and it was translated into Irish as Oı́che
Mhaith, a Bhéirı́n (Waddell, 1989) (literally ‘night good bear-little’ (Good
Night Little-Bear)). The main characters in the English text are Big Bear
and Little Bear and the story begins as follows (the line breaks of the orig-
inals are preserved in these examples and the Irish text is given in bold):

<Once there were two bears,
Big Bear and Little Bear.>
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However, the Irish translation of this passage is:

<Bhı́ dhá bhéar ann tráth,>
(Were two bear there once) ‘Once there were two bears’
<Béar Mór agus Béirı́n.>
(Bear Big and Bear-diminutive) ‘Big Bear and Little-Bear’

The adjectives ‘mór’ (big) and ‘beag’ (little) would be familiar to most
young L2 learners of Irish, but the translation opts instead to use the
diminutive ‘Béirı́n’, which also changes the spelling of the first part of
the word (from <Béar> to <Béir[ı́n]>) resulting in less linkage between
the names of the two characters in the Irish text than in the English orig-
inal. On the other hand, this allows the translator to avoid the very
complex marking that would be necessary in Irish on the adjective in
the vocative case ‘a Bhéir Bhig’ (bear little, vocative). This is an example
of a situation that an author who was composing a text in Irish might
avoid by choosing character names that were less complex in the
language.

The second sentence of the English text is meant as an amusing aside,
referring to the picture, and allows the text to show the difference in capi-
talisation between names and common nouns.

<Big Bear is the big bear, and Little Bear is the little bear.>

The second sentence in the Irish text eschews a similar amusing statement
of the obvious, and instead offers a much more complex sentence, using
the copula in the past tense.

<Béar fásta ba ea Béar Mór, agus babaı́ béir ba ea Béirı́n.>
(Bear grown was Bear Big, agus a-baby of-bear was Bear-dim.)
‘Big Bear was grown, and Little-Bear was a baby.’

Irish requires the use of the copula rather than the verb ‘to be’ for identi-
fication and states of being. The copula is a focus of errors among English-
speaking learners of Irish, who tend to overextend the verb ‘to be’ to
copula constructions. While learners have difficulty enough with the
present tense of the copula, they are even less familiar with the past
tense copula used in this sentence <ba ea>. This past tense was selected
in the Irish translation even though the English original (above) was in
the present and clearly referenced the accompanying picture.

The Irish translation of this sentence also introduces a new term ‘fásta’
(grown) which is a more difficult concept for children than ‘mór’ (big).

A more fundamental problem arises with the tense of the next three
sentences, which are in the simple past in English:

<They played all day in the bright sunlight. When night
came, and the sun went down, Big Bear took Little
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Bear home to the Bear Cave.
[New Page] Big Bear put Little Bear to bed . . . >

Waddell here used the simple past, and the first two sentences are
ambiguous, in that they could be referring to the events of one day
(since it continues on the next page to a particular night’s events) or to
actions that took place every day for the two bears. The Irish translation
opted to use the Habitual Past Tense for the first two sentences, a tense
that occurs very rarely in normal conversation (and did not occur at all
in the observation of young L1 speakers of Irish in Hickey, 1999):

<Chaithidı́s an lá ar fad ag súgradh faoi sholas na gréine>
(play-Hab-Past-3rd per. pl.) the day in all at playing under light of
the sun
‘They-used-to-spend all day playing under the light of the sun’
<San oı́che nuair a théadh an ghrian faoi thugadh Béar Mór Béirı́n
abhaile go dtı́ Pluais na mBéar>
(in-the night when go-HabPast the sun down take-HabPast Bear Big
Bear-dim home to Cave of-the Bears)
‘In the night when the sun used-to-go down, Big Bear used-to-take
Little Bear home to the Bear Cave’
[New Page] <Oı́che amháin, chuir Béar Mór Béirı́n a luı́. . . . >
(night one, put-Past Bear Big Bear-dim to sleep. . .)
‘One night, Big Bear put Little Bear to bed. . .’

Rather than adopt the Habitual Past Tense which is unusual in the
speech of young children even in their mother-tongue, it would have
been possible, without damaging the story significantly, to present the
first two sentences also as referring to the events of one day, i.e. in
the simple past. In addition it would have been possible to avoid the
genitive ‘gréine’ on ‘grian’ ‘sun’ as follows:

<Lá amháin, chuaigh siad amach ag súgradh faoin ngrian.>
day one, went they out at playing under-the sun
‘One day they went out playing in the sun.’
<Nuair a thit an oı́che, chuaigh siad abhaile go Pluais na
mBéar.>
when fell the night, went they home . . . . to . . . . . . Cave of-the Bears
‘When night fell, they went home to the Bear Cave.’
<Chuir Béar Mór Béirı́n a luı́ . . . >
‘Big Bear put Little Bear to bed. . .’

While this might not be as literary a translation, it would present fewer
obstacles for the young reader. As it stands, even on the first page of this
book, the young Irish reader has encountered significantly more complex
language than in the English original. The author in English has chosen
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his words very carefully in order to be accessible to young children, but
the translator has attempted to be true to the literary language, which
can often mean presenting the young reader with more difficult language
than in the original.

In this story Waddell delights in offering children a different world in
which ordinary objects are transmuted to their equivalents in the bear
world. Thus he uses ‘Bear Cave’, ‘Bear Chair’ and ‘Bear Book’.
However, Irish makes compounds of some such combinations, resulting
in words that are considerably more challenging to the young reader
than the original:

. Bear Chair; ‘Béarchathaoir’: <béar> and <cathaoir>Where the young
reader of the English text is presented with two short capitalised
nouns, the young reader of Irish finds a 13-letter compound
<béarchathaoir>. In addition, the second part of this compound
must be altered by an initial mutation on the noun <cathaoir>
‘chair’, making its identification in the compound even more diffi-
cult for the young reader.

. Bear Book; ‘Béarleabhar’: <béar> and <leabhar>. In this case there is
no lenition on the second noun, because /l/ is not lenited. However,
the young Irish reader is again confronted by an 11-letter compound,
where the <ea> in the second noun encodes a different sound /au/
from the <éa> of the first noun which is pronounced /e:/.

M. Ó Murchú discussed the issue of compounding and comprehensibil-
ity of terminology in Irish and made the following recommendation (1993:
61): ‘In contemporary Irish, a nounþ qualifier should as a rule be preferred
to a qualifierþ noun: clár ama [table of time] is more natural now than
amchlár [timetable].’ The decision to use qualifierþ noun compounds in
the Irish translation could be justified as an attempt to highlight Waddell’s
wordplay in English, but it results in lexemes that are far more complex
than their equivalents in the English original, and pose serious challenges
for the young L2 reader. A possible compromise might have been at least to
hyphenate these words, so that children were helped to segment the com-
pounds. Standard Irish does not hyphenate in such contexts, but
S. Ó Murchú (1977) recommends using hyphens for clarity in poetry and
literature, and young readers especially would benefit from them.

The compounds draw attention to the fact that the translation
presents the Irish reader with significantly more long words than the
English reader. Analysis showed that while 7% of the word tokens in
the English text consisted of words which were seven letters or longer, in
the Irish translation twice that number (14%) of all the tokens consisted
of seven or more letters (and 10% had eight or more letters, compared
with less than 2% of the English word tokens). Conversely, the Irish
reader of this story also has more one-letter words (6%) and two
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letter words (20%) than the English reader of this story (1% and 13%).
Significant differences in the distributional patterns of languages are
likely to impact most on the child who is at the early stages of L2
reading. The implications of word length distribution in Irish compared
to English for L2 teaching are explored in Hickey (in preparation).

Table 16.1 presents a comparison between the English and Irish edi-
tions of Can’t you sleep little Bear? A measure of Irish readability is cur-
rently in development by the author, but in this preliminary analysis
Lix and the percentage of common words are calculated to give a prelimi-
nary comparison of the readability of the two texts. Lix is a simple
measure (based on mean length of sentence and the proportion of
words that are seven letters or longer) that has been used in cross-
linguistic studies of readability (Bjornsson, 1983). The figures show that
the Irish translation is several grades more difficult than the English
original, even without taking into account the difference in language pro-
ficiency in the target readerships.

Table 16.1 Can’t You Sleep Little Bear? and Oı́che Mhaith, a Bhéirı́n

Can’t you sleep,
little bear?

Oı́che Mhaith,
a Bhéirı́n

Word Types 184 226

Tokens 974 1043

Sentences 79 82

Sentence Length (words) 12.33 12.72

Proportion of seven-letter-words
or longer

6.9% 13.6%

Lix 19 27

Approximate grade level Grade 2a Grade 5–6b

Reading age (approx.) (years) 8–9 11–12

Publisher’s recommended age
(years)

N/A 6–9

Proportion of Word Types found
in 100 most common words in
children’s booksc

36% 32%

aBased on Flesch-Kincaid and Lix (Bjornsson, 1983) score for English original.
bBased on Lix scores (Anderson, 1983) for Irish translation.
cThe English corpus used for the common words comparison is the Children’s
Printed Word Database and the Irish corpus is the Institiúid Teangeolaı́ochta
Éireann (ITÉ) Corpus of Children’s Books in Irish, analysed by the author.
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Overall, the Irish text appears significantly more difficult than the
English one, and its language difficulty and reading level are such as to
make it accessible only to L2 readers who would be likely to find it
babyish and inappropriate to their interests. The orthography of the
language results in young Irish readers being presented both with more
very long words and also more very short words (see Hickey,
in preparation) than in English, and this change in distributional
pattern is likely to impact on reading fluency.

The inflectional and mutation systems of Irish result in less word stab-
ility, which means that children see fewer tokens of the same exact word,
andmore variant types. This lack of stability is likely to require higher fre-
quencies of exposure to words and their variants before their decoding
can become automatised. Increasing the exposure to L2 texts is,
however, difficult, since there tends to be low motivation to read the
target language if children feel the books are both too difficult and
below their interest level. Tackling one aspect of this, the difficulties
with decoding, can increase the possibility of children feeling a sense of
achievement and satisfaction in reading a book in their second language,
even if one aimed at a slightly younger age group. The following section
looks at one way of increasing the frequency of L2 reading and tackling
some of the decoding problems of young L2 readers.

Encouraging Extensive L2 Reading

Communicative approaches to language teaching view L2 reading as a
valuable and integral part of the process of language learning. There is a
body of research which points to the advantages for language learning of
second language reading. As Day and Bamford (1998: 4) note:

In an ideal world, are there any reading teachers who would NOTwant
their students to a) read a great deal and b) enjoy reading? It is unlikely.
But such aimsmay seem remote, unattainable and even irrelevant to the
job at hand . . . The second language reading lesson can avoid being
merely an empty ritual . . . by addressing the two aims of students
reading a great deal and students enjoying reading.

One approach that has achieved increases in L2 reading is the Book
Flood, whereby children are given access to a wide range of generally
suitable leisure reading materials in their second language, without
strict controls for reading difficulty. Positive effects of Book Floods
studied by Elley (1991) include:

. Increased motivation to read;

. increased enjoyment;

. Improved:
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. word recognition;

. oral language;

. reading comprehension;

. listening comprehension;

. vocabulary;

. grammar.

In the Book Floods studied by Elley the range of books available varied
between 48 and 250, and the children involved were as young as six years
in some studies. Projects ran for periods as short as three months up to
three years.

A related method of increasing exposure to L2 texts is Extensive
Reading, which is defined by Day and Bamford (1998: xiii–xiv) as
follows:

Extensive reading is an approach to the teaching and learning of second
language reading in which learners read large quantities of books and
other materials that are well within their linguistic competence. [It] is
appropriate at all stages of language learning.

Another approach found to be effective in promoting L2 reading is the
provision of tape support for texts. Hickey (1991) showed that children
read a taped Irish book significantly more often than an untaped one,
and were able to read the taped books more accurately and fluently.
This positive effect has also been found in other studies of taped books
in supporting L1 reading (e.g. Gamby, 1983). It was decided to try to
assess the suitability and feasibility of adapting the Book Flood/Extensive
Reading approach and the Taped Book method to the teaching of Irish
reading, through a case study of one group, aiming to examine the feasi-
bility and effect of using a number of real Irish books and tapes with 33
children in a Grade 2 class (aged 7–8 years) in a Dublin English-
medium school.

Taped Book Flood

Procedure

The trial began in January at the start of the second term with a graded
reader (selected by the teacher) that had been taped by the researchers
and teacher. This allowed the children to familiarise themselves with
using taped books both in school and at home, using the kind of text
which was familiar to them. A letter was sent to parents explaining the
scheme and outlining how they could help. The Taped Book Flood inter-
vention took place between February and the end of May, with gaps for
the Easter holidays and teacher illness. The children’s reading fluency
was pre-tested in early January, and post-tested in early June. Survey
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data were collected from the children and parents in November and again
in early June.

Fifty picture books were chosen, and divided into three levels of diffi-
culty. The range of appropriate materials available for the least proficient
readers was limited, and some extracts from early graded readers (stories
and poems) were prepared as ‘stand-alone’ booklets in order to give them
a sense of success on completing a ‘book’. Non-commercial tapes were
prepared by the researcher and the teacher, and the reading rate was
kept slow, to allow the children to keep up with the tape. Both sides of
the tape contained looped readings of just one story, and short tapes
were used to minimise rewinding. Each child was provided with a
Walkman suitable for young children (with a volume limiter in oper-
ation). Two ‘listening stations’ were also used, allowing groups of five
children to hear a tape at the same time. The books were displayed in
the library corner, in separate plastic zip-lock bags containing the book
and a boxed tape. Children chose their own book, sometimes on the
recommendation of the teacher or another child.

The class had 30-minute Irish reading sessions four mornings a week,
when the children read while listening to their Walkmans or at the listen-
ing stations. The teacher and researcher circulated among them, helping
children with questions or listening to them read extracts. Throughout,
the children were urged to work at understanding the text, and the use
of pictorial cues was discussed with them. Discussion with the children
indicated that many believed it was ‘wrong’ to try to guess the meaning
of a word in context, and that they believed instead that they ought to
stop and ask the teacher. These discussions allowed some exploration
of the value of making guesses in context, using all the available cues,
and checking the guess as they went along.

After reading and listening to their story at least eight times, each child
could change books if they felt ready to read part of the story aloud. Later
a rota of groups was introduced to allow easier identification of children
who needed more help, and every third day children in two groups (who
had had their books for at least one session) read aloud briefly to the
teacher or researcher, or discussed problems. In addition, children were
regularly asked to listen to and read their taped Irish book as homework.

Children’s response to the taped books

Seventy-one per cent of the children liked the taped books when they
were first introduced, and 8% were neutral. More able readers were
more likely to report liking them, while those who had difficulties with
Irish reading were more likely to be wary of them. Personality factors
influenced how long children wanted to keep books: some enjoyed
being able to move on to a new book quickly and worked at meeting
the requirements to do that, while others wanted to keep a book for
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longer, in some cases because they wanted to master it fully, and in other
cases because they realised that keeping the same book required less effort
than working on a new book. Teacher absence and school holidays some-
times meant children had to stay on the same book over periods of two
weeks or more, and in the post-trial survey, two-thirds reported that
they had wanted to change Irish books more often. This desire to read
new books is, in itself, very positive and illustrates their raised motivation
to read in the L2, and their sense of achievement on completing one book
and progressing to another. The children believed that they were making
progress in Irish reading: 61% of the children reported their Irish reading
to be ‘much improved’ by the trial, and another 35% believed it to be a ‘bit
better’. A sense of pride was also engendered in the 72% who felt that
their parents were impressed by their Irish reading skills as the trial
continued.

How much did they read?

The children could be divided into roughly three groups: 31% read
between three and eight books in the trial period, 28% read nine to 11
books, and 41% read more than 12 books. At the extremes, three children
read five books or fewer, and five children read 12 books or more.

Results: Improved fluency

The children were stratified into three levels of Irish proficiency, based
on their results in the test of Irish listening skills (ITÉ Béaltriail Gaeilge
Rang 2). From these results, 20 children were chosen for individual tests
of reading aloud in Irish before and after the Taped Book Flood. They
were tested individually on reading passages from three texts, two from
graded readers below their grade level (which they had not studied as
class textbooks) and one from a leisure reader, none of which were in
the sample of taped books. Their reading aloud was taped and analysed
for reading speed and accuracy. The mean pre- and post-test scores for
reading fluency among this sample are presented in Figure 16.1 (data
are presented on the 16 children for whom full pre- and post-test data
were collected, sorted by their initial reading fluency). A paired t-test
showed the differences to be significant (p , 0.0001).

In the pre-test, seven children with lower levels of Irish competence in
this group read in Irish at rates of less than 40 words per minute, a speed
which imposes severe burdens on short termmemory for comprehension.
The post-test data show that all but one of the children were able to read
the test passages more fluently, with increases of between 20% and 70% in
reading speed. (The child who made no increase in reading fluency, C,
had begun attending a learning support teacher for help with his
reading difficulty.) Children who had higher scores in Irish competence
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read aloud at speeds of about 80 wpm, and in the post-test the most able
reached a reading fluency of about 130 wpm.

Of course, this is in noway to presume that being able to read an L2 text
aloud fluently is the same as reading it for meaning: teachers are well
aware that students can at times competently decode texts they do not
understand. However, if the decoding is itself extremely slow, or highly
inaccurate (as the next section discusses), then the entire process of
reading for meaning is short-circuited. Thus, it is not suggested that
improving reading fluency is the solution to these children’s problems
with their L2 reading, but rather that improving their lower-level skills
is an important step towards helping their higher-level reading skills. It
is also worth noting that the children’s improved fluency extended to
intonational contours that helped them to group phrases together, and
to read more expressively, which must be more conducive to reading
for meaning than the halting reading of apparently disconnected words
which had been the strategy adopted by the weaker readers in particular.

Reading accuracy

Accuracy in decoding is central to reading comprehension. Figure 16.2
shows that the children showed wide variability in the pre-test in the
accuracy of their reading aloud, ranging from only 40% of the words in
each passage being read accurately to 80% among the more proficient.
In fact, seven children were able to read only about half of the words accu-
rately in the pre-test, despite the fact that the test passages were judged to
be below their grade-level. In the post-test, they all showed improved
accuracy, but the weakest made the largest gains, and at the post-test all
read the test passages with at least 80% accuracy levels. A paired t-test
showed the differences to be significant (p , 0.0001).

Figure 16.1 Reading fluency in pre- and post-tests (A–P ¼ individual
children, ordered by initial fluency)
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One effect remarked on by the children’s teacher and clearly evident
from their post-test readings was their use of more natural intonation in
reading, with more accurate decoding, phrasing and expression. While
it is possible that 13 weeks of normal Irish instruction would have effected
some improvement in the children’s overall decoding accuracy, it is less
likely that it would have achieved such a noticeable effect in orienting
the children towards reading in Irish with natural intonation, or a
similar increase in motivation to read (and complaints about not being
able to read more books).

Children’s attitude to Irish

Learners of Irish often view the language very negatively, and believe
that it is of little worth to them. The intervention was found to have some
effect on the children’s attitudes to Irish. In the pre-trial survey, only 52%
of the children agreed that Irish was an important school subject, com-
pared to 72% in the post-test. Similarly, while 20% in the pre-test agreed
with the statement that ‘I don’t really try very hard to learn Irish at
school’, only 10% agreed post-test. It would appear that the extra effort
and resources devoted to Irish reading, and the children’s sense of
achievement, helped some children to feel at least a little more positive
towards the subject.

Survey of parents’ response

Parents were asked their opinions regarding their children’s standard
of Irish reading and 84% reported that their child’s reading had improved
since the introduction of taped Irish books. Almost three-quarters
reported that their child’s attitude to Irish and Irish reading had

Figure 16.2 Accuracy in reading aloud (% words correct in pre- and post-
test) (A–P ¼ Children ordered by magnitude of difference from left to
right)
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improved, and almost two-thirds said that they listened to the tape with
their child at least once a week. Almost four-fifths believed using
taped-Irish leisure readers was more effective than exclusive use of a
class textbook. Some of the parents’ comments on the trial are given below:

My daughter really enjoyed the Irish Reading Project. She thinks her
Irish has really improved and she enjoys reading the Irish books.

I think that the tape accompanying the reader is an excellent idea and
helps especially with pronunciation and fluency. I think it also helps
to make the Irish language more ‘real’ for the children.

Avery positive project – making Irish fun and giving them control over
their own learning.

I felt the project gave my child a confidence that she did not previously
have. I would be delighted to buy the books and tapes if available.

Among the small number of critical responses, one parent reported that
the tapes were too fast for her child, while another remarked that they
were too slow. Another parent did not accept that repeated listening is
required to reap the benefits of the taped books and was reluctant to
encourage this. Only one parent commented that her child found some
of the translated Spot books used for the least proficient readers ‘too
babyish’ because they were like her baby sister’s. Interestingly, one
parent objected to the tape presenting a ‘prescriptive’ (native-speaker-
like?) pronunciation of Irish, stating that she thought the child’s own pro-
nunciation superior; it is difficult to imagine a parent making a similar
argument with regard to the learning of a more widely valued language
such as French, but it may reflect a Dublin parent’s greater familiarity
with the less dialectal Irish spoken by learners than with the Irish of
native-speakers. This points to the value of discussing with parents and
children what their aims and expectations are with regard to the learning
of Irish.

Teacher’s comments

The teacher was struck by the children’s motivation to read the taped
Irish books. As the term progressed, he reported that it became obvious
who had been listening to the tapes at home, because the natural
rhythms of Irish were present in their reading of the books. He commen-
ted that homework was helped by having the tapes in that the children
had backup even if their parents could not help with Irish. Parents’ spon-
taneous feedback to the teacher was also extremely positive.

The primary difficulty noted by the teacher lay in classroom manage-
ment, and judging how much time he could allocate from the rec-
ommended hour per day for the Irish curriculum. Overall, the teacher
found the Irish Taped Book Flood to be very effective, although he
suggested some reorganisation. He recommended grouping the children
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by Irish reading ability and having the less proficient in two groups (with
five in each) use listening stations more often. He argued that having
these groups read a smaller number of texts (about six) chosen by the
teacher would facilitate the teacher’s monitoring of their progress, and
give the children a sense of working together. However, it would be
important to ensure that the more able readers, who relished the chance
to read more extensively in the trial, would continue to have daily inde-
pendent reading-while-listening sessions. It would also be necessary to
monitor whether restricting the texts for the weaker readers would nega-
tively affect those children’s motivation.

Researcher’s suggestions

It would be easier for the less able children to approach a book inde-
pendently if the Taped Book Flood were linked with daily sessions of
the teacher reading aloud. This would help to orient children to books
they might choose to read later themselves. Regular sessions of the
teacher reading aloud would also allow some exploration of reading strat-
egies to deal with unknown words or phrases. Regular short sessions
focusing on frequent words or clusters would also support the children’s
independent reading. Post-reading dramatisations of the stories were
both effective and popular: for example a number of children who had
read the Irish version of the Three Little Pigs staged a lively version com-
plete with a director/prompter who was able to supply lines to each actor
from memory. Establishing reading groups of children who are on the
same book would allow them to prepare such presentations on a more
regular basis. Building the reading-while-listening into homework in a
more regular and central way would also be beneficial, as there was a ten-
dency for it to be added to other Irish homework such as workbook use,
rather than given the main focus.

Conclusions

There are a number of ways of tackling some of the problems of learn-
ing to read an L2 writing system, and the attendant problem of lowmotiv-
ation to read it. Briefly summarised they are:

. Target decoding problems directly (e.g. difficult consonant clusters)
rather than leaving it to children to notice patterns. Poor lower-level
skills are obstacles to automatisation and reading for meaning.

. Encourage teachers (and parents if possible) to read aloud in the
L2 every day so that children are helped to understand and enjoy
the experience of reading in their L2.

. Use the strategies that work for L1 reading, such as exposing chil-
dren to as wide a range of texts as possible, rather than relying
exclusively on limited exposure in whole-class work to graded
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readers. Allow children to move at the appropriate pace for them,
rather than approaching L2 reading only as a whole-class activity.

. Provide taped support for young L2 readers to help them with
decoding and to increase their motivation to read L2 texts frequently
even when their L2 reading proficiency is low.

. Actively elicit parental support by setting up and resourcing Shared
L2 Reading programmes, informing parents of the importance of
their participation and praise for their children’s progress in motiv-
ating children.

. Develop school-wide programmes for L2 reading, where children
have a clear appreciation of the value the school attaches to
reading in both L1 and L2, and with children in older classes
writing texts for younger classes and reading aloud to them.

This study showed that children responded with great enthusiasm to
the opportunity to read a range of taped books in their L2, rather than
working slowly and painstakingly with the class through a graded
reader. They felt a sense of achievement on completing even a very
simple book in their L2 with the help of the tape, and the results of the
fluency and accuracy analyses showed that they were closer to reading
the texts in a meaningful way, rather than approaching Irish reading
only as an exercise in decoding individual words when reading their
class textbook.

These results demonstrate the value of broadening children’s
experience of L2 reading to include real books, with supports, rather
than relying exclusively on a graded reader. However, there are practical
difficulties centring on the supply of suitable books and the issue of
translation and overall levels of language difficulty and readability are
currently being examined (Hickey, in preparation).

Overall, these results are positive enough to indicate that the Taped
Book Flood approach could fruitfully be pursued even with young L2
readers with very limited proficiency, and they underline the value of
providing such support materials commercially. The provision of tapes
or CDs to accompany L2 texts is shown to be a valuable aid in
motivating and supporting early L2 readers in particular. Finally,
parents’ positive responses to the tape-support for their child’s Irish
reading indicates that this constitutes a valuable way of helping parents
to help their children with L2 reading homework, which should be
explored more fully.

Acknowledgements
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Ó Baoill, D. (1996) An Teanga Bheo: Gaeilge Uladh. Baile Átha Cliath: Insti-
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Chapter 17

Written Language and Foreign
Language Teaching

VIVIAN COOK

Since the decline of audiolingualism as a teaching method, there has been
little public debate about the respective roles of spoken language and
written language in language teaching or about how to teach the
writing system itself. This chapter argues that it is time to start thinking
again not only about the general relationship between spoken and
written language in language teaching but also about how to teach the
specifics of writing. It is then concerned with the acquisition of an L2
writing system in foreign language teaching classrooms. The term
‘writing’ is used here in the general superordinate sense which subsumes
both writing and reading; the discussion thus extends beyond the writing
system to the uses of the system. The question is how teaching should use
writing at the beginners level rather than at more advanced levels of
writing, which have received more attention. The chapter looks at teach-
ing through the lens of specimen coursebooks. It draws on Cook (2004)
for its general concept of writing systems and for some of the details of
L2 writing systems and on the overall idea of multi-competence –
one mind with two languages (Cook, 2002). More general discussion of
teaching materials for beginners from an L2 user perspective can be
found in Cook (2003).

The Relationship of Spoken and Written Language in
Language Teaching

The priority of spoken over written language has been a constant
theme in language teaching methodology (Banathy & Sawyer, 1969) and
it formed article 1 of the International Phonetic Association in the 1880s:
‘Foreign language study should begin with the spoken language of every-
day life’ (cited in Stern, 1983). The audiolingualism of the 1960s estab-
lished the first principle of ‘scientific language teaching’ as ‘Speech
before writing’ (Lado, 1964). The over-riding importance of the spoken
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language is implicit in almost all language teaching methods at the start of
the twenty-first century. The major exception is the teaching of languages
with character-based scripts (Chinese and Japanese) where the writing
system has always played a crucial role in the early stages of teaching.

The reasons advocated for the primacy of speech are usually derived
from the pronouncements of linguists, say Lyons (1968: 38) ‘the spoken
language is primary and . . .writing is essentially a means of representing
speech in another medium’. The linguistic arguments used to justify the
primacy of speech are typically:

. children acquire their first language in spoken form before written:
‘Because many people acquire languages by hearing them first,
many teachers prefer to expose students to the spoken form first’
(Harmer, 1998: 53);

. spoken language existed in many countries long before written;

. many languages today still essentially lack a writing system, like
Swiss German or Ulster Scots;

. many individuals are illiterate, the world-wide illiteracy rate for the
year 2000 being 20.6% (UNESCO Statistical Yearbook, 2000).

While these statements are unquestionably true, they say nothing direct
or relevant about L2 acquisition itself or about the desirability of teaching
spoken rather than written language to students who are already literate.

In addition teachers sometimes claim that:

. some students only need the second language in spoken form;

. some students demand to be taught the spoken form;

. early writing may cause interference in speaking from the written
forms in sound-based scripts.

Again, true as these statements may be, they show only that a proportion
of students need speaking or that there is some caution to be used in
teaching writing, not that writing should be taught as a secondary form
of language. It is probably equally true that some students need written
language, demand written language and may have interference in
writing from speech (for example the frequent use of full stressed forms
of English auxiliaries ‘will’ and ‘shall’ rather than their usual reduced
spoken form ‘’ll’ /l/). The claims of both linguists and teachers seem to
be based on an implicit view that all writing systems are sound-based,
rather than conceived in terms of meaning-based systems.

In many ways the whole tradition of teaching European languages
since the Reform Movement of the 1880s has been to pretend that the
first language does not exist in the foreign language teaching classroom
and to make the students start from scratch as if they did not already
have another language. So far as the teaching of the written language is
concerned, this fails to recognise that becoming literate in a first writing
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system has already changed the learner in ways that cannot be undone. To
be specific:

. literate people reason in a more abstract way (Luria, 1976). People who
have learnt to read have different perceptions of the world and
store information differently from those who have not (Goody,
2000). The actual brains of literate people differ from those of non-
literates (Petersen et al., 2000).

. literate people perceive language differently. Literate English people
believe there are more sounds in ‘ridge’ /rIdZ/ than in ‘rage’ /reidZ/
(Derwing, 1992) because of the extra letter <d> in the written
form. English children do not ‘hear’ the phoneme /n/ till after they
have acquired the letter <n> (Treiman et al., 1995). As Olson (1996:
100) puts it, ‘Writing systems create the categories in terms of
which we become conscious of speech’. Written English is pre-
analysed into words by spaces, into types of nouns by capital
letters and into grammatical constructions by commas, full stops
and semi-colons. The very units of language we perceive vary
according to our L1 writing system; the phonemes and words that
exist for speakers of alphabet-based writing systems may be far
from the minds of those using a syllable-based writing system,
let alone one based on morphemes.

It is then time for language teaching methodology to reconsider its
emphasis on the spoken language in the beginning stages. While there
may still be valid grounds for the primacy of spoken language, there is
no reason why it should be accepted on the grounds of the beliefs of
the 1880s or the largely irrelevant arguments of linguists.

Learning to Use a Second Language Writing System

What in fact do people need to know to be able to read and write in a
second language? Let us sum up the types of information covered in
many chapters of this book, using English as the main example of a
second language, i.e. a sound-based, far from transparent, alphabetic
system. The areas are not in any particular order.

(1) Students have to learn the appropriate direction of reading and writing,
whether left-to-right as in English, right-to-left as in Arabic, top-to-
bottom in columns as in some traditional Japanese and Chinese
(or occasional English street signs), or the complexities of Hindi
where vowels are placed at the beginning of the word before the
consonants.

Though changing direction undoubtedly creates problems in
acquiring an L2 writing system, at least initially, particularly with
the complex eye-movement involved in reading, little has been
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documented. It probably contributes to the well-known slowness of
Chinese readers of English compared to other L2 readers (Haynes &
Carr, 1990), at least for those Chinese readers still using the tra-
ditional column arrangement. Arabic students in England have
reported that their children attempt to write English from right-
to-left, though such mirror writing is not uncommon among
native English children.

(2) Students have to learn to make and recognise the actual letter or character
shapes. Variation between languages partly depends on the medium,
whether keyboard, pen or brush, but also on movement – English
makes circles predominantly in an anti-clockwise direction, Japanese
in a clockwise direction – and on sequence of construction – English
makes vertical lines before horizontal, Japanese the reverse (Sassoon,
1995). Letters may also have contextually determined forms, say the
97 or so necessary for linking the 28 letters of Arabic; interestingly the
font devised by Gutenberg for the German Bible in 1455 originally
had over 300 different letter forms to mimic the variation in hand-
writing. Of course for many users the basic skill nowadays is the
ability to type text in at a keyboard, whether a PC or a mobile phone.

In terms of recognition, students also have to be able to see the
different versions of a letter as the same, say the three alphabets
<a A a> or the differences between serif and sans-serif fonts <A A>,
let alone differences in handwriting say for capital <I> (see
Sassoon (1999) for an extensive discussion). This extends to vari-
ations in font, for example the older fonts for German such as <ß>
rather than <ss> as in <beiß> (bite) and the difference between so-
called serif (lines of varying width) and sans-serif (lines of uniform
thickness) scripts in Japanese, say versus

Clearly L2 students’ handwriting shows the transfer from the
L1WS, both from sound-based L2WSs with different alphabets –
Greek use of <a> for <a> in English (arises) – and
from characters to letters – the Japanese use of horizontal before ver-
tical strokes in English for capital <E>. This transfer of physical
actions from the L1WS to the L2WS is perhaps only documented by
Sassoon (1995).

The computer has added new dimensions to this. At one level the
keyboard itself may differ from one writing system to another. It is
impossible to key in a tilde < � > by itself on some Spanish key-
boards as it is incorporated into separate letters, i.e. <ñ> or <ã>.
Inputting characters in word processing Chinese and Japanese is
complex; for example a typical word-processing programme requires
the user to type the words in roman letters, say <hatarakisugi> (to
work toomuch); the programme automatically converts this into hira-
gana syllabic symbols namely then this is converted
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into kanji characters (sometimes involvingachoicebetween
alternative kanji for the same pronunciation).

Additionally there are transliteration systems that allow Greek
speakers to use the Roman alphabet for e-mails (Tseliga, 2003). Cru-
cially the access to many character dictionaries depends upon
knowing the order in which the strokes of the character are made,
now much less available to the user because the keyboard has cut
down on the need to write characters stroke by stroke.

(3) Students have to learn to use the phonological processing route for relating
letters and sounds in an alphabet-based writing system such as
English, so that they can link written <bus> to spoken /b�s/ and
vice versa. In less transparent alphabetic writing systems, they
need to use complex correspondence rules.

Mistakes with phoneme–grapheme correspondence rules are
common in L2 students’ work in English (Cook, 1997), for instance
vowel alternations such as <a>/<e> in <catagories>, <e>/<i> in
<defenetely>, <a>/<i> in <privite>, alternations of <s>, <c>, <z>,
<t> in <immence> or <amasing>. The difficulties with the phonolo-
gical route are:

. The L2 phonological system, which the L2 learner may not use
in the same way as a native speaker – in this case similar to the
problems of children who have not yet developed the adult
system or who speak with a dialect accent that is not the one
reflected in the standard correspondence rules.

. The projection of the learners’ L1 phonological system on the
L2WS, say the lack of final voicing in German revealed in
English spelling ‘recognice’. Japanese students have <l>/<r>
problems with <blackets>, <grobal>, <sarary> (salary) etc,
showing they do not use the /l�r/ contrast in the same way
as native speakers. It may of course be difficult to distinguish
such phonological transfer from deficiencies in knowledge of
the L2WS.

. The correspondence rules that govern the relationships
between letters and sounds in a particular language. The corre-
spondence rules that English employs for showing say ‘short’
versus ‘long’ vowels are hardly appreciated by L2 learners,
whether consonant doubling <accomodation>, <forgoten> or
silent <e> in <mor> or <mane> (man). Nor are the three
spelling systems of English (Albrow, 1972): basic as in final /k/
corresponding to <ck> ‘mock’, romance as in final /k/ corre-
sponding to <que> ‘baroque’, and exotic as in final /k/
corresponding to <k> ‘amok’.

(4) Students have to learn to use the lexical, morpheme-based processing route.
In an orthographically deep alphabet-based writing system they
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need this route to deal with individual words and meanings, so that
they can, say, link <does> with /d�z/ in one direction and /j‰t/ with
<yacht> in the other; in character-based systems they need this route
to deal with the character-to-meaning correspondences for example
between and the meaning ‘person’, or in reverse between ‘person’
and ‘benevolence’ and ‘Ren’ (surname) and (all pronounced /
œ@n/). In English, according to Seidenberg (1992), perhaps the most
frequent 200 words have to be processed as one-off items by this
route. Students show many mistakes with words that have to be
remembered as idiosyncratic items such as <rong> for <wrong>
and <payed> for <paid>.

The lexical route is also used for direct access to the lexicon within
the Chomskyan model of spelling as lexical representation: the fact
that there is a single plural ‘s’ morpheme is shown by spelling it as
<s> despite the variation in pronunciation between /s/ in ‘books’,
/z/ in ‘rugs’, and /Iz/ in ‘badges’; the links between different forms
of the same word are maintained by preserving the spelling, the
letter <o> is used in <photograph> and <photographer> despite cor-
responding to /@u/ and /‰/ respectively. However, while it clearly
takes some time for children to perceive the common feature of
‘ed’ in ‘played’, ‘liked’ and ‘watched’ (Nunes et al., 1997), adult L2
learners seem not to have the same difficulty (Cook, 2004).

(5) Students have to learn orthographic regularities in less transparent writing
systems, in English for instance:

† the three letter rule that distinguishes content from function
words (‘in/inn’, ‘an/Ann’ and ‘I/eye/aye’).

† the constraints on letters not occurring in final position, say
<v>, <j> or <h> (apart from a handful of items such as
<spiv>, <raj> and <blah>).

Again these orthographic regularities provide a frequent source of
error for students, the use of final <ck> rather than <k> ‘thik’, of
double <o> as in ‘wood’ but not of double <aa> (apart from say
<baa>), of final but not initial <ll> (‘dull’ versus ‘llud’), of silent
<e> in reading as a clue to the preceding vowel, and so on. L2
learners develop these orthographic regularities along with the
sound- and meaning-based routes (Cook, 2004).

(6) Students have to learn to use punctuation marks and other typographic
features that show different structural relationships in the sentence,
<John’s book?>, or provide clues to reading aloud, say potential
pauses shown by commas in lists such as <apples, oranges,
pears and lemons>. The actual punctuation marks differ slightly
in form across languages, for instance the goose-feet quotation
marks used in French <le verbe«avoir»>, the initial upside-down
Spanish question marks < ¿ > and exclamation marks < ¡ > and
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the hollow punctuation mark < 8> and listing comma < , > of
Chinese. Typography in the broad sense (‘the structuring and
arranging of visual language’, Baines & Haslam, 2002: 1) also
plays a crucial part in the interpretation of the page. Though
little studied, these features form an important aspect of reading
and writing in an L2 writing system.

(7) Students have to cope with the creative use of spelling and other typogra-
phical devices in shop-names such as ‘Kidz Kutz Hair Design’ (Kids
Cuts). Novel spelling also occurs frequently in text messages ‘C U 4
T’ (see you for tea) and other computer-mediated communication,
now perhaps the commonest form of written language for many
users. L2 users too may need to master the features of e-mail, for
example Arabic-speaking businessmen using English for communi-
cating with each other.

(8) Students have to learn to use the forms and functions of written language,
so that they can use the appropriate words and grammar for, say,
writing an e-mail rather than making a phone-call, have greater
lexical density in more formal genres (Biber, 1995) and so on. At
the most general level, this has to some extent been catered for in
language teaching, as we see below.
In general adding an L2WS to a L1WS can lead to issues resulting
from:

† the influence of one writing system on another, i.e. an aspect of
transfer;

† the creation of a new system;
† language-internal contradictions, interlocking phonological as

well as orthographic systems; etc.
Some of these problems are also found in children learning an L1
writing system, some only in the acquisition of an L2 writing
system because of the knowledge of the L1WS already present in
the learner’s mind. Some of these eight areas outlined above are
common to all writing systems, some peculiar to one or
two; some ‘obvious’ and giving little trouble, others leaving
problems that persist throughout people’s lives. But it would be
very hard to function as a reader or writer in a second language
without them.

Written Language in Modern Language
Teaching Coursebooks

Let us now look at some of the ways in which written language is
utilised in a sample of beginners courses, limiting ourselves to the acqui-
sition of alphabetic L2 writing systems. The course-books have been
chosen to provide useful illustrations, rather than to be statistically
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representative of good current coursebooks: namely six adult low-level
courses: four for English – Atlas (Nunan, 1995); Reward (Greenall, 1994);
Changes (Richards, 1998); Headway Elementary (Soars & Soars, 1993) –
and two for other languages – Ci siamo (Guarnuccio & Guarnuccio,
1997) for Italian and Libre Echange (Courtillon & de Salins, 1995) for
French. Changes, Libre Echange and Atlas claim to be suitable for beginners,
Reward for ‘intermediate’, Headway for ‘elementary’; Ci siamo does not
specify level. Any criticisms of these courses implied below are not
aimed at undermining these courses, which have many other virtues;
my own beginners’ EFL course People and Places (Cook, 1980) had very
similar characteristics. All the courses apart from Ci siamo are monolin-
gual and are stand-alone volumes.

The most crucial aspect to look at for language teaching is the overall
functions of written language within the L2 user’s world outside the
classroom and the uses for it within the classroom. The written language
found in the coursebooks falls into a limited set of categories:

(1) Scripted dialogues
A typical example comes where two characters are introducing each
other.

Permesso?
Avanti.
Buongiorno.
Buongiorno. Io sono la signora Pasotto. Lei come si chiama?
Mi chiamo Lucy, cioè Lucia . . . Lucia Burns. (Ci siamo, 1)

All the coursebooks use scripted textbook dialogues, far more
well-formed and cohesive than any natural spoken language
(Cook, 1970). Occasionally, as in Libre Echange, they are taken from
authentic film-scripts – again invented rather than authentic
speech. The main use of these written texts is to present spoken
language in written form. However, paradoxically, the spoken
language portrayed is far from ordinary, more like the well-scripted
dialogues of a play or film. The dialogues are neither fish nor fowl,
far from speech written down but equally far from normal written
language in vocabulary, syntax and lexical density.

(2) Written elements in teaching tasks
The written language is also used as an integral part of teaching:
† language explanation

Elements such as grammar are explained to students in written
language, as in:

J’ai loué . . . Ici, le participe passé est employé avec le verbe
« avoir » et il est invariable. (Libre Echange: 32)
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Even the first lessons of these course-books use the authentic
written language of grammar discussion, with a technical L2
vocabulary way outside the usual limits of beginners –
‘participe’, ‘verbe’ (Libre Echange: 32); ‘adjectives’, ‘conjunction’,
‘wh question’ (Atlas: 16), or ‘Naming objects’, ‘Asking and
saying where things are’, ‘Prepositions of place’ (Changes: 17).
It is debatable whether these explanations are addressed to the
beginner students or are intended for the teacher or designed
for later reference purposes. Sometimes these explanations are
given in the first language (Ci siamo).

† conveying L2 word meaning
A perpetual problem in language teaching is how to convey the
meaning of words in the second language. From the Direct
Method through the Audiovisual Method down to the present
day, a common technique is ostensive definition through the
presentation of pictures with labels. Ci siamo (p. 136) uses Miche-
langelo’s David with 24 labelled parts including ‘il dito’ (finger)
and ‘la spalla’ (shoulder) (but with a discreet added item ‘la
foglia’ (leaf)). Similar is the use of picture captions ‘À la terrasse
d’un café chic’ (on the terrace of a smart café) (Libre Echange: 91),
though this is often turned into an exercise of finding a name for
a picture. This technique then represents a straightforward
everyday use of written language, found in notices, encyclopae-
dias etc.

† giving instructions for teaching exercises
Students’ books provide written directions for the activities they
have to do, for example:

Look at the pictures and find these places. Label the pictures.
(Atlas: 25)

This represents a normal function of written language in the style
of instructional texts such as cookbooks, for instance the domi-
nance of imperatives, but is again way above the spoken
language of the students in terms of grammar and vocabulary.

† asking comprehension questions
Another unavoidable element in language teaching is checking
whether the students have understood, in these courses often
covered by written questions:

Who are they? Listen to their conversations. Spell their sur-
names. (Changes: 6)

The overall point is checking on comprehension of elements of
spoken or written text through written language, sometimes in
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disguised ways. Outside educational contexts, it is rather
unusual to be, say, quizzed on today’s headlines after we read
the newspapers.

(3) Providing exercise props
The written language can also provide material for practising the
spoken language:
† lists of words

Many activities rely on lists of words:

Match the foods and drinks to the words in the chart . . .
apples, carrots, bread, butter, beef, coffee. . . (Changes: 37)

Little outside the educational context provides a model or a
purpose for these isolated bits of written language. The only par-
allel might be making a speech from notes, which is self-pre-
pared and far more complex.

† realia
Information necessary for the exercise can be conveyed through
realia and graphics, such as catalogues:

i jeans 1 avorio L.50.00, 2 nero L.79.00, 3 prélavé L.73.000 . . .
(Ci siamo, 124–125)

Maps are particularly popular whether San Francisco (Atlas),
London (Changes), Dublin (Reward) or Urbania (Ci siamo). While
these represent a normal use of written language for display
and information, the students are learning the names for the
clothes etc. rather than deciding what to buy, i.e. a codebreaking
rather than a decoding activity. The written language is the
‘block’ language of noun phrases, proper names, prices etc.
rather than being ‘full’ sentences or having textual coherence.

† fill-in forms and charts
Students fill in copious amounts of information into charts and
the like:

DAILY PLANNER Monday Morning . . . . . . Afternoon . . .

Evening . . . . . . (Atlas: 31)

and forms:

CARTE INTERNATIONALE D’EMBARQUEMENT 1. M/Mme/
Mlle _____ Nom ___ . . . (Libre Echange: 39)

Mostly their response is a single written word or phrase rather
than a complete sentence or paragraph, usually acting as the
basis for a later oral exchange. While it is of course necessary
to fill in such forms from time to time in everyday life, this is
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usually an unavoidable chore. The language is fragments and
isolated words. Most of the charts and forms in the coursebooks
have no outcome other than providing material for a teaching
exercise.

† sentence completion
Perhaps the most ancient teaching technique gets students to fill
in blanks in sentences before saying them aloud:

Et . . . . . . laitues, il y a . . . . . . laitues? (Libre Echange: 84)

or to construct sentences from jumbled words:

Rearrange the words to make questions and answers and
then practice them: you/where/live/do . . . (Atlas: 20)

In a sense this exploits the permanency of written language so
that the whole sentence can be present simultaneously for the
student to play with, again using written language in a way
unparalleled outside a classroom.

† making up sentences
Students are given questions and answers in a jumbled order and
have to pair them appropriately, for example My perfect weekend
as seen by Stephen from Leeds and Paula from Nottingham
(Reward: 90). Sentences are also constructed from jumbled words:

How many statements and questions can you make from
these words?
I dessert she want any steak don’t fries they coffee some he
wants (Atlas: 83).

This too is a purely pedagogical use of written language, incon-
ceivable outside a classroom, relying finally on reading aloud.

(4) Written texts
Some coursebooks also present written language through continu-
ous texts longer than a single sentence:
† short information texts

Cultural information is often conveyed through short texts, typi-
cally about 50 words long:

– biographies: Beryl aged 95 from Nottingham (Changes: 95);
– first person accounts: Sun Hee Shi talks about her birthday

(Changes: 88);
– factual accounts: Amazing Animals (‘Did you know the

kangaroo can’t walk at all?’, Changes: 81).

Only Reward features a real short story, by Roald Dahl, and
extracts from books such as Paul Theroux’s The Kingdom by the
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Sea. These short texts resemble pieces of travel guides or chil-
dren’s textbooks rather than normal reading. Little of our every-
day reading consists of passages of this type (particularly when
they are pretexts for arranging information in columns or com-
pleting sentences).

† letters
Specimens of letters occasionally form a basis for the students’
own writing, for instance refusing an invitation (Atlas: 98) or
telling a friend about Italian pastimes (Ci siamo: 47).

Let us then sum up the conclusions about beginners coursebooks
reached in this section:

. Scripted dialogues are primarily a way of teaching spoken language
by providing a permanent record, not of teaching aspects of the
written language itself.

. Written language is often a device for explaining, giving instructions
etc., i.e. a kind of meta-language of teaching rather than a way-in to
writing itself.

. Written language within teaching activities is mostly a pretext for
spoken exercises, involving uses of language seldom encountered
outside textbooks.

. Texts are mostly restricted to short quasi-factual biographies etc.,
with some longer texts about ‘interesting facts’, seldom recognisable
as text types that would occur outside a teaching context.

These features seem typical of the coursebooks. Though they may be
taught differently by different teachers, there is no reason to think that
the average beginner will encounter a totally different range of written
language than that represented in these coursebooks.

None of the courses explicitly teach any of the areas 1–8 listed above in
any depth. A few courses implicitly teach aspects of the phonological pro-
cessing route (3) – the different sound correspondences of <c> and <g>
are briefly mentioned in Teach Yourself Italian (Vellacio & Elston, 1998,
p. 21) and Ci siamo (p. 27), those for <s> in Changes (p. 17); most of
them mention the letter names, called ‘pronunciation’ by Atlas (p. 25),
and encourage students to spell words out loud using them (Changes:
10). Nor is there any attention to punctuation. The elements in the
French writing system that differ from other European languages, such
as the accents, goose-feet and cedilla, are untreated in Libre Echange,
unless concealed in pronunciation practice such as Le «e» tombe parfois
(Libre Echange: 85). Not only do these coursebooks distort the nature of
written language in using it as a prop for spoken language but they
also fail to approach written language systematically.
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Taking English as a target L2WS, we can summarise what a proper
coursebook might include:

(1) direction. students with L1WSs with a right-to-left direction
such as Arabic need to be guided into the left-to-right nature of
English.

(2) letter formation. Students with different alphabets in the L1WS, such
as Greek, or with characters, need to be helped in the basics of
letter recognition and production.

(3) phonological processing. Students need to learn the correspondence
rules for the English writing system; students from meaning-based
L1WSs need to be told the extent to which the English writing
system depends upon phoneme–grapheme correspondence.

(4) lexical processing. Students need to be encouraged to treat English as
partially meaning-based one-off symbols, say for common words
and for unique words.

(5) orthographic regularities. Students need to know the rules that govern
the pure arrangements of letters other than those that depend on
letter–sound correspondences.

(6) punctuation and typography. Students may need instruction on the
marks and layout themselves or on their specific use in English.

(7) creativity. Students need to appreciate the systematic deviations from
the standard spelling system used in English.

(8) functions. Students need to know the ways in which the resources of
the writing system can be used in different genres and for different
purposes.

The disappointment about the coursebooks is not so much that they are
doing anything wrong in terms of teaching the writing system as that they
simply do not bother to cover any of these points. Yet each page they
present has potential difficulties for the student coming from another
writing system. Take a specimen page, say page 17 from Atlas, in terms
of typography. This is headed ‘2 This is my Sister’ across a full colour
photo of two heads; it consists of four exercises of different types illus-
trated with full-colour drawings, one being of five smiling people repre-
senting a family.

. headings are in sans-serif <Warm-Up> and text in serif <Look at the
picture>, a common distinction say in British newspapers but not
universal.

. turns in dialogues are prefaced by speakers labelled A and B and a
colon:

A: What’s your name?
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but without quotation marks. However some sub-headings to ‘Unit
Goals’ are given in italics as quotations with double quotation marks

“My name is Tony Shaw.”

a feature of American rather than British style.
. The overall arrangement on the page is based on a small left column

for general headings and numbered tasks on the right, sometimes
divided into sub-columns for vocabulary lists (bold), e.g.:

check underline circle fill in cross out

At one level this can be seen as relying on left-to-right, top-to-bottom
arrangement, at another its lightness on the page, its use of photo-
graphs, its mixing of fonts, italics and bold face and its bitty
layout, make it resemble a mail-order catalogue rather than a
unified page of prose in a book. In a culture where education is pre-
sented as a serious matter, this light-hearted presentation can be
considerably off-putting.

Spelling Syllabuses

Perhaps concentrating on coursebooks is unfair and writing systems
have been thought about at greater length within the educational
sphere. Let us take two examples of current curricula for modern
languages, one set by a national body in the UK, the other by a cross-
national body in Europe.

(1) The Adult ESOL Core Curriculum in England (DfES, 2001) is aimed at
the million adults with literacy problems in the UK who do not
have English as their first language, whether as ethnic minority com-
munities, refugees, migrant workers or partners. It describes three
levels – Entry (with 3 sub-levels) and Levels 1 & 2, all defined in
terms of UK school curriculum equivalence; for example the end
of the Entry level is the same as the UK National Curriculum Level
5. It is divided into the conventional teaching distinction of the
four skills – speaking, listening, reading and writing. Here is the
entire content of the section on ‘Spelling and handwriting’.

Entry 1: spell correctly some personal key words and familiar words
write the letters of the alphabet using upper and lower case

Entry 2: spell correctly the majority of personal details and fam-
iliar common words
produce legible text
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Entry 3: spell correctly common words and relevant key words
for work and special interest
produce legible text

Level 1: spell correctly words used most often in work, studies
and daily life
produce legible text

Level 2: spell correctly words used most often in work, studies
and daily life, including familiar technical words
produce legible text

It is hard to see how this syllabus begins to engage with the
aspects of the writing system described above. Its core is the spelling
of words – ‘common’ words, ‘key’ words, ‘technical’ words, perhaps
assuming that only the lexical meaning-based route is necessary for
English (4). The description of the letter forms (2) is confined to ideas
about ‘legibility’, hardly crucial given the illegibility of much native-
produced hand-writing and that most written language is probably
produced using a keyboard these days. The curriculum goes no
further than a common-sense list, uninformed by any idea of
writing system or of the problems inherent in switching from one
writing system to another. It does not accommodate the fact that
the students come with a variety of different L1 writing systems.
Nor does it mention the everyday problem of EFL teachers in
England that some students are not literate in their first language.

(2) The European Framework (Council of Europe, 2001) provides ‘a
common basis for the elaboration of language syllabuses, curriculum
guidelines, examinations, textbooks etc. across Europe’. It lists ways
in which learners can ‘develop their ability to handle the writing
system of a language’:

(a) by simple transfer from L1;
(b) by exposure to authentic texts . . .;
(c) by memorisation of the alphabet concerned. . .;
(d) by practising cursive writing. . .;
(e) by memorising word-forms . . .;
(f) by the practice of dictation.

Unlike the UK ESOL curriculum, this seems clearly informed by a
concept of what it means to teach writing systems across languages,
balancing different routes and different scripts in a principled
fashion, uncluttered by the long history of the teaching of English
spelling. It covers aspects of (2) letter-formation, (4) the lexical
route, and possibly other areas of ‘transfer’; it does not need to
mention others such as direction because of its limitation to
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languages used in Europe, which share a common left-to-right
direction. But at least it is a step in the right direction.

Moral

To sum up, a systematic approach to teaching written language in the
early stages of second language acquisition would:

(1) teach distinctive aspects of the written language, e.g. spelling,
capital letters, punctuation, functions etc. The written language
would be handled systematically, not simply as a spin-off from
speech and its distinctive aspects would receive emphasis of their
own.

(2) use the written language ‘authentically’ in the coursebook: newspa-
pers, notices, road signs, headlines, advertisements etc. Students
who attempted to get a picture of the current written language
from current beginners coursebooks would get a very strange
impression indeed.

(3) exploit the written language properly, i.e. employ tasks that are
proper written language rather than lead-ins to writing.
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